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Abstract
This paper presents a state-of-the-art solution to
the LT-EDI-ACL 2022 Task 4: Detecting Signs
of Depression from Social Media Text. The
goal of this task is to detect the severity lev-
els of depression of people from social media
posts, where people often share their feelings
on a daily basis. To detect the signs of depres-
sion, we propose a framework with pre-trained
language models using rich information instead
of training from scratch, gradient boosting and
deep learning models for modeling various as-
pects, and supervised contrastive learning for
the generalization ability. Moreover, ensemble
techniques are also employed in consideration
of the different advantages of each method. Ex-
periments show that our framework achieves
a 2nd prize ranking with a macro F1-score of
0.552, showing the effectiveness and robust-
ness of our approach.

1 Introduction

Social media enable people to communicate and ac-
quire information regardless of distance due to the
rapid growth of the Internet. Besides, people can
express their emotions about posts, news, and dis-
cussions on social media through texts and videos,
which has thus attracted researchers who are inter-
ested in analyzing the emotional behavior of user
comments. For instance, Saha et al. (2021) intro-
duced a speech act classification Twitter dataset and
presented an attention mechanism to incorporate
intra-modal and inter-modal information. AudiB-
ERT, which adopts the multimodal nature of the
human voice, was proposed to screen depression
(Toto et al., 2021). , and Pirayesh et al. (2021) pro-
posed a social-contagion based framework based
on meta-learning for early detection of depression.

In this challenge hosted by LT-EDI1, given so-
cial media posts in English, the goal is to detect the

†Equal contributions.
1https://sites.google.com/view/lt-edi-2022/home

signs of depression and classify them into three la-
bels, namely not depression, moderate, and severe.
To tackle the shared task, we propose a framework
with three methods for modeling the given texts.
Specifically, the sentence embedding is produced
by pre-trained models, and the VAD score (posi-
tive, neutral, negative, and compound) is generated
by VADER (Hutto and Gilbert, 2014). Then, our
first method utilized sentence embedding and VAD
scores in gradient boosting models using SMOTE
(Chawla et al., 2002) to mitigate the imbalance
issue. The second method used a multi-layer per-
ceptron (MLP) to fine-tune the pre-trained models.
In addition, the third method further incorporated
VAD embedding with MLP to classify the signs of
depression. Furthermore, the third method adopted
supervised contrastive learning (Gunel et al., 2021)
in both sentence embedding and VAD embedding
to enhance the capability of generalization. After-
wards, we used ensemble techniques, which have
been used for substantially improving model perfor-
mance (Wang et al., 2020; Wang and Peng, 2022),
to consider the advantage of each method for boost-
ing the performance.

We use the dataset provided by (Sampath et al.,
2022) to detect the signs of depression from social
media text. The dataset contains 8,891 posts for
training, 4,496 posts for validation, and 3,245 posts
for evaluation, while each sample is composed of
three columns: PID, Text, and Label. Table 1 shows
some examples of the dataset.

In summary, our main results and observations
are described as follows:

• We propose a framework with three meth-
ods including gradient boosting models, fine-
tuning pre-trained models, and fine-tuning
pre-trained models by supervised contrastive
learning for modeling different aspects.

• Besides, the VAD score provides additional
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Table 1: Samples from the depression dataset.

PID Text Label

train-pid-1 My life gets worse every year :
That’s what it feels like anyway... moderate

train-pid-2
Words can’t describe how
bad I feel right now : I just
want to fall asleep forever.

severe

train-pid-3
Is anybody else hoping
the Coronavirus shuts

everybody down?

not
depression

sentiment scores for detecting the signs of de-
pression, and we adopt ensemble techniques
to take advantage of each model.

• Our ensemble method achieved competitive
performance in the shared task and won the
2nd prize (0.552 macro F1-score) in detecting
signs of depression from social media text.

2 Related Work

Social media are among the platforms used to ex-
press one’s emotions. They can therefore be viewed
as an environment to study and discover user feel-
ings. Recently, there have been several approaches
to detecting signs of depression to eliminate the
negative impact of emotions. For instance, Toto
et al. (2021) introduced a framework with transfer
learning to the multi-modality of textual context
and audio characteristics of the human voice. Zo-
gan et al. (2021) proposed DepressionNet by sum-
marizing history posts as a summary of the user
and applying different modalities to infer user be-
havior, which motivated us to include VAD scores
as the additional post feature in this challenge.

3 Method

Figure 1 illustrates the pipeline of our framework.
Given the input text, we first generate sentiment
features (i.e., VAD scores) by VADER and sen-
tence embeddings from pre-trained models. Then,
we adopt three methods to model various aspects
of the text, and apply ensemble techniques for in-
tegrating these predictions. Specifically, we use
an unsupervised sentiment prediction, VADER, to
assign sentiment scores to each sentence for mea-
suring the sentiment effect of the word.

3.1 Method 1: Gradient Boosting Models

We use SentenceTransformers (Reimers and
Gurevych, 2019) to generate pre-trained sentence

Figure 1: The illustration of our proposed framework.

embeddings, and concatenate the sentiment feature
embeddings and pre-trained sentence embedding
to take different perspectives into account. Besides,
SMOTE (Chawla et al., 2002) and CondensedNear-
estNeighbour (Gowda and Krishna, 1979) is used
for tackling the imbalanced classification problem.
Then, LightGBM (Ke et al., 2017) and XGBoost
(Chen and Guestrin, 2016) are applied as classifiers
to predict the probability of each category in order
to reduce the bias and variance through combin-
ing different learners. Cross-entropy is applied to
optimize the values of the hyper-parameters.

3.2 Method 2: Pre-Trained Models

Fine-tuning pre-trained language models has
demonstrated success in a wide range of natural
language tasks since they provide fruitful infor-
mation without the effort of training from scratch.
To this end, we use three different pre-trained
language models for fine-tuning in this task, in-
cluding RoBERTa (Liu et al., 2019), ELECTRA
(Clark et al., 2020), and DeBERTa (He et al., 2021).
Specifically, for each pre-trained model, each given
text is first tokenized and then produces the sen-
tence embedding. Then, the sentence embedding is
fed into a MLP to generate the predicted probabili-
ties of depression. To tackle the imbalance issue,
we employ torchsampler2 for rebalancing the class
distributions. The objective function is trained to
minimize the cross-entropy, and the pre-trained
models are applied from (Wolf et al., 2019).

2https://github.com/ufoym/imbalanced-dataset-sampler
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3.3 Method 3: Contrastive Pre-Trained
Models

To combine the ideas of the previous two methods,
the sentence embedding is generated in the same
way as the Sec. 3.2. Moreover, we apply VAD
scores through an embedding layer with GeLU
activation function (Hendrycks and Gimpel, 2016),
which has been used in several natural language
tasks. Afterwards, we concatenate the sentence
embedding and VAD embedding as the input of an
MLP to classify the probabilities of each sign of
depression. The imbalance technique is also used
as in Sec. 3.2.

We jointly train supervised contrastive learning
(Gunel et al., 2021) and cross-entropy for enhanc-
ing the generalization of our method. Specifically,
sentence embeddings and VAD embeddings are
adopted supervised contrastive learning, respec-
tively. Thus, similar sentences would become
closer, while irrelevant sentences would increase
the distance. The VAD scores would follow this
phenomenon since it is reasonable that similar sen-
timent features would have a closer distance com-
pared to the dissimilar sentiment features.

3.4 Ensemble Techniques
To combine the different advantages of each model,
soft-voting ensemble is used for ensembling each
method. Specifically, the predicted probabilities of
Method 1 P1 are averaged by LightGBM and XG-
Boost, and the predicted probabilities of Method
2 P2 are averaged by RoBERTa, ELECTRA, and
DeBERTa. The predicted probabilities of Method
3 P3 are weighted averaged by RoBERTa, ELEC-
TRA, and DeBERTa with the weights of 0.15, 0.5,
and 0.35, respectively.

To boost the performance, the final predicted
probabilities P are computed with power weighted
sum as in (Wang and Peng, 2022):

P = PN
1 × w1 + PN

2 × w2 + PN
3 × w3, (1)

where w1, w2, w3 are weights of the corresponding
model, and N is the weight of power. In this paper,
we tune these hyper-parameters based on the vali-
dation set and use N as 4 and ensemble weights as
1.00, 0.67, and 0.69, respectively.

4 Experiments

4.1 Implementation Details
Due to the page limit, we report the selected hyper-
parameters of each method and the official code in

the appendix3. It is noted that all hyper-parameters
are tuned with the validation set by grid search.

4.2 Depression Performance
We first examine the advantages of each model, and
Table 2 reports the F1-score of each category of
each method in the validation set. It is observed
that each model specializes in detecting various
signs of depression, respectively. For instance, gra-
dient boosting models are adept at identifying not
depression. As a result, ensemble techniques in-
corporate different models to improve performance
and robustness.

The results for the testing set are shown as Ta-
ble 3 in terms of accuracy and macro-F1. Our en-
semble model performs the best compared to each
method we introduced and won 2nd prize among
all the participants.

5 Conclusion

In this paper, we introduce a framework for the
detecting signs of depression from social media
text challenge which incorporates three different
methods, namely gradient boosting models, pre-
trained models, and contrastive pre-trained models.
Furthermore, ensemble techniques are adopted to
enable our model’s ability to integrate the strengths
of each model. The experimental results demon-
strate the effectiveness of our framework and verify
the different capabilities of each method. Thus,
ensembling three approaches achieves better per-
formance on both the validation set and the testing
set, resulting in a second ranking and achieving a
competitive performance.
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