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Abstract

Natural language processing can facilitate the
analysis of a person’s mental state from text
they have written. Previous studies have devel-
oped models that can predict whether a person
is experiencing a mental health condition from
social media posts with high accuracy. Yet,
these models cannot explain why the person is
experiencing a particular mental state. In this
work, we present a new method for explaining
a person’s mental state from text using Monte
Carlo tree search (MCTS). Our MCTS algo-
rithm employs trained classification models to
guide the search for key phrases that explain the
writer’s mental state in a concise, interpretable
manner. Furthermore, our algorithm can find
both explanations that depend on the particu-
lar context of the text (e.g., a recent breakup)
and those that are context-independent. Us-
ing a dataset of Reddit posts that exhibit stress,
we demonstrate the ability of our MCTS algo-
rithm to identify interpretable explanations for
a person’s feeling of stress in both a context-
dependent and context-independent manner. !

1 Introduction

Disabilities associated with mental health condi-
tions pose a significant challenge for many people
around the world (Stauder et al., 2010; De Choud-
hury et al., 2013; Chen et al., 2018). To help people
suffering from these conditions, it is crucial to iden-
tify those who are experiencing a mental health
condition and understand the underlying causes.
Natural language processing (NLP) can help by
analyzing a person’s mental state based on the text
they have written. Previous studies (Turcan and
McKeown, 2019; Demszky et al., 2020; Gjurkovic¢
et al., 2020; Ansari et al., 2021) have demonstrated
the ability of NLP models to process social media
posts and predict stress, depression, and a range
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r/Relationships: I can’t believe this. My boyfriend
just cheated on me and then he bragged about it on
twitter. What kind of a messed up person would
do that? I'm so angry with him and I’'m sure we’re
going to have a huge fight about this when I see him
tOmMOrrow.

Figure 1: A fictitious example of text exhibiting stress in
the relationships context and two explanations for that
stress. The explanation in blue is context-dependent
(specific to relationships) while the explanation in red is
context-independent (general to any disagreement).

of emotions. These methods, however, are not
able to explain why the person might be feeling
the way they are, even if that information is clearly
contained in the text analyzed by the model.

In this work, we seek to explain the underly-
ing causes of a person’s mental state from their
writing. We formulate such an explanation as a
small set of phrases from the text that is sufficient
to explain the person’s mental state. We wish to
identify two complementary types of explanations:
those that are particular to the situation the person
is in, which we call context-dependent, and those
that could appear across different contexts, which
we call context-independent. Figure 1 shows an
illustrating example. Identifying both types of ex-
planations not only enhances our understanding of
the underlying sources of a person’s mental state
but also provides insights into how one’s mental
state can be affected by general and specific causes.

To this end, we develop a novel Monte Carlo tree
search (MCTS) algorithm that can effectively iden-
tify explanations that are either context-dependent
or context-independent by leveraging the semantic
capabilities of trained NLP models. We, both quan-
titatively and qualitatively, demonstrate the efficacy
of this approach to explain a person’s mental state
using a dataset of Reddit posts that exhibit stress
(Turcan and McKeown, 2019).
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2 Related Work

Mental Health Prediction. Previous studies have
tackled the task of mental health disability clas-
sification, using methods ranging from classical
supervised techniques such as SVMs, logistic re-
gression, Naive Bayes, MLPs, and decision trees
to deeper models such as CNNs and GRUs (Tur-
can and McKeown, 2019; Gjurkovi¢ et al., 2020;
Ansari et al., 2021; Sampath et al., 2022). Other ap-
proaches utilize pre-trained, large language models
with fine-tuning on specific mental health datasets
(Jietal., 2021; MatoSevic et al., 2021; Mauriello
et al., 2021), which takes advantage of models
trained on significantly larger datasets to speed up
training and increase accuracy. Turcan and McKe-
own (2019) specifically focus on the task of stress
prediction in Reddit posts, and they show that large
BERT-based models outperform smaller models
such as CNNs and logistic regression.

NLP Explainability. Explainability in NLP is
an emerging topic of interest as language models
have become larger and more accurate at the ex-
pense of reduced interpretability. Common meth-
ods for explainability include feature importance re-
porting across lexical or latent features (Danilevsky
et al., 2020), model-agnostic approaches that ex-
tract post-hoc explanations (Ribeiro et al., 2016),
and analogy-based explanations (Croce et al.,
2019). Prior works have also focused on rationale
identification (Lei et al., 2016) and text matching ra-
tionalization (Swanson et al., 2020), where models
are designed to select small, interpretable segments
of text when making predictions. Attention has
also been used as a form of interpretability, but at-
tention weights do not always correlate with impact
on the model’s prediction, potentially limiting their
usefulness (Serrano and Smith, 2019). In this work,
we propose to use Monte Carlo tree search (Silver
et al., 2016; Chaudhry and Lee, 2018; Jin et al.,
2020; Albrecht et al., 2021; Yuan et al., 2021) as a
post-hoc explainability method that can be applied
to any model to flexibly identify multiple types of
explanations for a model’s predictions.

3 The DREADDIT Dataset

The DREADDIT dataset (Turcan and McKeown,
2019) contains 3,553 Reddit posts that have
human-annotated binary stress labels denoting
whether a given text contains evidence of stress.
Each post belongs to one of ten subreddits (e.g.,
“r/Relationships”), which we consider to be the con-

text of the post. The posts are split into 2,838 train
posts and 715 test posts. Figures 8 and 9 (see Ap-
pendix) show the distributions of the stress labels
and subreddit categories for the train and test sets.

4 Method

We assume that we have access to a training corpus
Dirain and a test corpus Dy to train and evalu-
ate our models, respectively. The training corpus,
Dirain = (4, 84, Ci)ie[1,n]» 18 a set of tuples, where
each tuple contains a text t; = {t}, - ,téi} eT
consisting of /; tokens, its corresponding stress indi-
cators; € S = {0, 1} denoting whether t; contains
evidence of stress, and a context label ¢; € C in-
dicating the subreddit category the text belongs to.
Similarly, we assume Diege = (t4, S;, Ci)ie[l,m]-

4.1 Classification of Stress and Context

We consider two types of classification tasks,
namely binary stress classification and multi-class
context (subreddit) classification. We refer to a
model trained for the former task as a stress
classifier, which can be thought of as a function
mapping a piece of text t € T to a likelihood
p € [0, 1]. We refer to a model trained for the latter
as a context classifier, which can be thought of
as a function mapping a piece of textt € T to a
probability simplex AICI=1,

We build simple stress and context prediction
models using Bernoulli and Multinomial Naive
Bayes, Support Vector Machine (Platt, 1999), and
Multilayer Perceptron (Hinton, 1989). All of these
models use vectors of word counts? as inputs. We
also build large BERT-based models by adding a
classification layer on top of the MentalRoBERTa
model of Ji et al. (2021) and then fine-tuning the
model on the training set.

4.2 Definition of an Explanation

An interpretable explanation for a person’s stress
should consist of a small set of phrases from the
full text that captures the core reasons behind the
stress discussed within the text.

Formally, for a given piece of text in the cor-
pus t € T that is labeled as stressed (s = 1),
we define an explanation as a set of phrases
E = {p1,p2,...,pr} where each phrase p; is
a set of m; contiguous tokens in the text, that
is, pj = {ti,tix1,-- -, tiyn,—1} for some | €

*We use CountVectorizer from scikit—learn fit
on the training set with all default parameters.
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MCTS parameters:
N =2 N

phrases length =3 s =0.6

min

Figure 2: A portion of the tree of explanations searched by MCTS for an example text. Red indicates the text that is
currently included in the explanation. The root of the tree is an explanation with a single phrase containing all the
text. Each node in the tree can be expanded by removing the first or last token of a phrase or by removing a token in

the middle of the phrase (constrained by certain MCTS

parameters). Once a minimum number of tokens has been

reached, the resulting explanation is given a reward based on the predictions of the stress and context models.

{1,2,...,|t| — n; + 1}. Furthermore, the phrases
must be non-overlapping, which means that p; N

=0 V5 #j €{1,2,...,]E|}. In order
to ensure interpretability, the explanation E must
satisfy three conditions.

a. Phrase count: Nphrases» meaning the
explanation must contain at most Nphrases phrases.
Too many phrases would impede interpretability.

b. Phrase length: |p;j| > Nypgn Vi €
{1,2,..., , meaning each phrase must have
at least Njeyq¢n tokens, preventing phrases that are
too short to carry any meaning.

c. Proportion of tokens: 7,,;, < r(E) < 4

where r(E) = ‘Tl| Z‘El |p;| is the proportion of
tokens in the text that are included in the expla-
nation and 0 < 70 < Tmaez < 1 are lower and
upper bounds on the proportion of tokens in the
explanation. This constrains the overall verbosity
of the explanation to a reasonable range.

4.3 Context-Dependent and Independent
Explanations of Stress

We are interested in identifying two specific types
of explanations for stress: one that depends on the
context of the text and one that is independent of
that context. We will refer to the context-dependent
explanation as E., and to the context-independent
explanation as E;,, 4.

In both cases, since the explanation must explain
the stress in the text, the stress must be evident
from just the text contained in the phrases of the
explanation. We can verify this by using our stress
classification model. Specifically, we want an ex-
planation such that the average stress prediction
across the phrases of the explanation is close to 1.

Hence for both E4;, and E;;,4, we want

E|
|E| Zstress p;j)~1

where S(E) is the average stress across the phrases
of the explanation.

However, the phrases of the context-dependent
explanation Eg., should indicate the context of
the text while the context-independent explanation
E;,q should not. We enforce this by examining
the entropy of the predictions of our context clas-
sification model. If the phrases of an explanation
have low entropy, then the model is relatively sure
of the context; hence, that explanation is context-
dependent. If the entropy is high, then the model is
unsure of the context and the explanation is context-
independent. Formally, if we define

|E|

1
Z entropy(context(p;))

as the average Shannon entropy of the context pre-
dictions across phrases, we want H(Egep) ~ 0
and H (Ejng) & emax Where ep,y is the maximum
entropy (viz., entropy of a uniform distribution over
contexts).

4.4 Finding Explanations with MCTS

We use the MCTS framework established in Sil-
ver et al. (2016), but we modify the search tree
and the reward function to suite our purposes (see
Figure 2). Each node in the tree represents an expla-
nation E = {p1, p2, ..., Px}. The root of the tree
represents the whole text piece as a single phrase,
i.e.,, Eoot = {t}. When the search is at a given
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node in the tree, there are two options for expand-
ing the next node: (i) remove the first or last token
in any phrase, as long as the shortened phrase still
contains at least Vje,, 4, tokens, or (ii) remove a
token in the middle of a phrase, thus breaking it
into two phrases, as long as both resulting phrases
have at least Nj.,,4¢p, tokens and the total number
of phrases does not exceed Npprqses-

The search continues to expand nodes in the tree
until either the current node cannot be expanded
using either of the two rules above or the explana-
tion at the current node contains too few tokens,
i.e., 7(E) < ryppn. This node serves as a leaf node
and is given a reward equal to

R(E)=S(E)+1 o H(E)

for some / € {—1,+1}and o« > 0. Weuse [ =
+1 to select for high entropy (context-independent)
explanations and I = —1 to select for low entropy
(context-dependent) explanations. This reward is
propagated back to all the nodes on the path from
the root to this leaf node according to the update
rules from Silver et al. (2016). After the search is
complete, the best explanation E is selected as

E = argmax R(E) s.t. 7(E) < rmaz,
E
which means E is the explanation in the search
tree that maximizes the reward while satisfying the
condition on the maximum proportion of tokens.
The other interpretability conditions are guaranteed
by the rules of the search tree expansion.

5 Experiments

All of our experiments were run on the DREADDIT
dataset. We report results of our stress and con-
text classification models and share findings of our
MCTS explanation algorithm.

5.1 Classification

As Table 1 illustrates, basic stress classification
models, such as Naive Bayes classifiers, SVMs,
and MLPs, performed reasonably on the test set
of DREADDIT. The MentalRoBERTa"T model for
stress fine-tuned on the training set of DREADDIT
for five epochs, however, was able to outperform
all the other models, achieving an accuracy score
of 82% and demonstrating the efficacy of the pre-
training on mental health data®. Our results on the

3In contrast, the RoBERTa model trained from scratch
achieved an accuracy score of almost 80%.

Model \ Precision Recall F-1 Accuracy
Bernoulli NB 0.69 0.84 0.75 0.72
Multinomial NB 0.68 0.87 0.76 0.72
SVM 0.71 0.77 0.74 0.72
MLP 0.71 0.74 0.73 0.71
MentalRoBERTa"™" 0.78 090  0.84 0.82

Table 1: Performances of stress classifiers on the test set
of DREADDIT. While non-neural classifiers could not
surpass 72% accuracy, the MentalRoBERTafT model
fine-tuned on the DREADDIT train set yielded 82% ac-
curacy. Here, the superscript T denotes that the model
was fine-tuned.

Model \ Precision Recall F-1 Accuracy
Bernoulli NB 0.81 075 076 0.80
Multinomial NB 0.77 075 0.5 0.79
SVM 0.76 072 074 0.76
MLP 0.78 078 078 0.79
MentalRoBERTa"" 0.85 086 0.86 0.87

Table 2: Performances of context classifiers. We
restricted our focus to three subreddits: ‘“‘anxi-
ety,” “assistance,” “relationships.” The fine-tuned
MentalRoBERTaT model yielded the best results with
87% accuracy.

ELINNY3

stress classification task are consistent with those
of Turcan and McKeown (2019). Table 2 reports
the performance of various models on the multi-
class subreddit category classification. Here, we
limited our attention to three categories, namely
“anxiety,” “assistance,” and “relationships.” The
Reddit posts in these categories embody various
distinct everyday, financial, and interpersonal stress
factors, but at the same time, they seem to have
common (context-independent) stress elements. In
this context classification task, all models were
able to go beyond the 75% accuracy level, but
MentalRoBERTaT yielded the highest accuracy.

5.2 Explainability

We demonstrate our MCTS approach to explain-
ability using the same three categories as above.
We use stress and context classification models
implemented with Multinomial NB, MLP, and
MentalRoBERTafT. For each of these models,
we apply MCTS to identify explanations for each
of the 166 test texts that is labeled as stressed
and belongs to one of our three categories. We
use the interpretability conditions Npprqses = 3,
Niength = 5, Tmin = 0.2, and 7,4, = 0.5 for all
experiments®, and we use a = 10 except where
otherwise noted.

We quantitatively evaluate the explanations pro-

*These choices are arbitrary and could easily be changed.
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Original Dependent Independent

MNB S  0.850£0.317 0.706 £0.190 0.617 £ 0.124
E 0.0474+0.140 0.274 £0.181 0.942 + 0.086

MLP S 0.725+£0.383 0.512+£0.194 0.546 £+ 0.145
E 02144+0274 0.766 £0.163 1.067 £+ 0.022

MRB S 0.878 £0.324 0.830 £0.220 0.430 £+ 0.273
E 0.042+0.124 0.019+£0.018 0.640 +0.171

Table 3: Stress (S) and context entropy (E) for origi-
nal text, context-dependent explanation, and context-
independent explanation for the Multinomial Naive
Bayes (MNB), Multilayer Perceptron (MLP), and Men-
tal RoBERTa (MRB) models. Results were generated
through MCTS with stress and context entropy aver-
aged over the test set. The Wilcoxon signed rank test
(Wilcoxon, 1945) between dependent and independent
entropy is p < 0.0001 for all models, indicating a very
significant difference as desired.

Stress Score for Original Text and Explanations (a =10.0)

Original
Context-Dependent
80 Context-Independent

60

Count

40

20

—_ e e ..

00 0.2 0.4 0.6 0.8 1.0
Stress Score

Figure 3: Histogram of stress scores for the original text
and for the context-dependent and context-independent
explanations extracted by our MCTS algorithm using
an MLP model. Although stress is often higher in the
original text than in the extracted explanations, the ex-
planations still maintain a meaningful amount of stress.

duced by MCTS. In Table 3, we show the aver-
age stress and context entropy scores of the origi-
nal text and of the context-dependent and context-
independent explanations. Our method is able to
maintain a reasonably high and consistent level of
stress across the explanations while modulating the
context entropy appropriately for the two differ-
ent types of explanations. This indicates that our
approach can identify both context-dependent and
context-independent sources of stress.

Figures 3 and 4 further illustrate this result for
the MLP model by showing the full distribution
of stress and context entropy scores across the test
examples. Figures 5, 6, and 7 in the Appendix
show the stress and context entropy distributions
for all three models and for different values of a.
Lower « increases stress but decreases the differ-

Context Entropy for Original Text and Explanations (a =10.0)
140

Original
Context-Dependent

120
Context-Independent

100

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
Context Entropy

Figure 4: Histogram of context entropy for the orig-
inal text and for the context-dependent and context-
independent explanations extracted by our MCTS al-
gorithm using an MLP model. The context-independent
explanations clearly have much higher context entropy
than the context-dependent explanations as desired.

ence in entropy between the two types of explana-
tions while higher o decreases stress but increases
the difference in entropy. This shows the flexibility
of MCTS to select different types of explanations
without retraining the classifiers.

Furthermore, we qualitatively demonstrate our
approach. Tables 4, 5, and 6 in the Appendix show
examples from each of the three subreddits that
illustrate how our method captures different under-
lying sources of stress in an interpretable manner.

6 Conclusion

We propose a novel interpretability method for ex-
plaining stress in context-dependent and indepen-
dent manners using Monte Carlo tree search. We
demonstrate the effectiveness of our method by
extracting both types of explanations from Red-
dit posts that exhibit stress. Although this work
focuses on stress, our MCTS-based explanation
framework is extremely flexible and can be applied
to a wide variety of NLP models and prediction
problems simply by specifying the appropriate re-
ward function and interpretability conditions for the
search tree. As in our work, the reward function can
include multiple objectives with different weights,
making it possible to extract a variety of explana-
tions for added interpretability. Future work should
further explore the range of explanations enabled
by our framework. We hope that our explanation
framework can improve understanding of the root
causes of mental health conditions as well as pro-
vide interpretability for a variety of NLP tasks.
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A Appendix
A.1 Additional Stress and Context Entropy Results

Figures 5, 6, and 7 show the stress and context entropy distributions of the original text and the context-
dependent and context-independent explanations across the 166 stressed test examples in the “anxiety,”
“assistance,” and “relationships” subreddits for the Multinomial Naive Bayes, Multilayer Perceptron, and
MentalRoBERTa!T models, respectively. For the Multinomial Naive Bayes and Multilayer Perceptron
models, we experimented with o € {0.1, 1, 10}, with higher o weighting context entropy more than stress
in the MCTS reward function. For the MentalRoBERTa"" model, we used o = 10.
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Figure 5: Histograms of stress and context entropy scores from the Multinomial Naive Bayes model for the original
text and for the context-dependent and context-independent explanations extracted by our MCTS algorithm. The
left column shows stress scores while the right column shows context entropy scores. From top to bottom, the rows
show a = 0.1, @ = 1, and a = 10, where « controls the balance between stress and context entropy in the MCTS
reward function. Higher « places less emphasis on stress and more emphasis on context entropy, resulting in a
greater difference between context-dependent and context-independent entropy scores at the cost of lower stress.
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Figure 6: Histograms of stress and context entropy scores from the Multilayer Perceptron model for the original text
and for the context-dependent and context-independent explanations extracted by our MCTS algorithm. The left
column shows stress scores while the right column shows context entropy scores. From top to bottom, the rows
show a = 0.1, & = 1, and o = 10, where « controls the balance between stress and context entropy in the MCTS
reward function. Higher « places less emphasis on stress and more emphasis on context entropy, resulting in a
greater difference between context-dependent and context-independent entropy scores at the cost of lower stress.
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Figure 7: Histograms of stress and context entropy scores from the MentalRoBERTa" model for the original text
and for the context-dependent and context-independent explanations extracted by our MCTS algorithm. The left
plot shows stress scores while the right plot shows context entropy scores, both for & = 10. Interestingly, the
distributions are somewhat different from those of the Multinomial Naive Bayes (Figure 5) and Multilayer Perceptron
(Figure 6) models. MentalRoBERTa!T is capable of selecting different context-dependent and context-independent
explanations as measured by entropy, but the model generally assigns more stress to context-dependent explanations
than context-independent explanations, perhaps hinting at a meaningful difference between the types of explanations
in terms of stress content.

A.2 Data Distribution

In Figure 8 and Figure 9, we show the data distribution of our stress and context (subreddit) labels.

Breakdown of Training Set Stress Labels Breakdown of Test Set Stress Labels

Figure 8: Training and test set stress label distribution.

Breakdown of Training Set Subreddit Categories Breakdown of Test Set Subreddit Categories

"X )

Figure 9: Training and test set subreddit label distribution.
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A.3 MentalRoBERTa

MentalRoBERTa is a RoBERTa-based language model (Liu et al., 2019) that was pre-trained on a corpus
of 13.7M sentences from Reddit that were posted on mental health-related subreddits, including, but not
limited to, “r/Anxiety” and “r/Depression”. When training classifiers for stress and context classification
tasks, we used the pre-trained MentalRoBERTa model on Hugging Face’s model repository, available at
https://huggingface.co/mental, and fine-tuned the model on the DREADDIT dataset, using
either the stress or context labels, for five epochs with a learning rate of le-4.

A4 Qualitative Examples

In Tables 4, 5, and 6, we show qualitative examples of our MCTS method for explainability, with examples
from each of three subreddits—‘anxiety,” “assistance,” and “relationships”—from both the MLP and
MentalRoBERTa"T models.

Model Category | Text (subreddit = “r/Anxiety”) | Stress | Entropy

Lately I've just been having that terrible feeling in the pit of my stomach and also a feeling
of nausea like I constantly need to throw up. I'm sleeping normal but still feeling so
tired and drained and can’t really focus at work and because of that I feel like my work
performance is slipping up. I am constantly afraid that I’'m going to lose my job and that
my manager hates me. This has been happening so much more frequently. About a week
ago my doc gave me prozac (once a day) and xanax (only as needed) prescriptions and I
feel like it’s helped with the bigger attacks and some dark thoughts but now its almost like
just a little constant anxiety all the time and it sucks.

Original 1.000 0.000

0.933 0.300

I’ve just been having that stomach and also a feeling

job and that
my manager hates me. This has been happening so much more frequently. About a week
ago

Independent 0.489 1.045

0.998 0.006

Mental

1 i I e e T
RoBERTa my stomach and also

and can’t really focus at work and because of that I feel like my work
performance is slipping up. I am constantly afraid that I'm going to lose my job and that

my manager hates me. This 0.670 0.627

Independent

helped with the bigger attacks and

Table 4: Qualitative examples from our MCTS explainability method for a post in the “r/Anxiety” subreddit. We
show the full original text along with the context-dependent and context-independent explanations selected by
MCTS using both the MLP and MentalRoBERTa" classifiers.
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https://huggingface.co/mental

Model Category

\ Text (subreddit = “r/Assistance”)

| Stress | Entropy

I can’t ask my family because they don’t have the kind of money to help me. If anyone
can help me even just a little bit, I would be ridiculously grateful. I just can’t even express
Original what this has done to us. Yes, the bills are paid, but now we’re so anxious that we barely | 0.995 0.616
leave the house due to panic attacks. I’ve done things like ubereats but $15 here and there
isn’t even making a dent in what I need.
0.723 0.640
mrp _____ s Y
they don’t have the kind
me even just a little
Independent we’re so anxious that we barely | 0.584 1.064
leave the house due to
0.999 0.005
Mental
RoBERTa"™™ ~ -~~~ ~------~-~-=-~-~--—----~-~—~-~~--~~~-~-~ e S A
of money to help me
just a little bit, I
Independent bills are paid, but now we’re so anxious that we barely | 0.478 0.518
leave the house due to panic attacks. I’ve done things like ubereats but $15 here

Table 5: Qualitative examples from our MCTS explainability method for a post in the “r/Assistance” subreddit.
We show the full original text along with the context-dependent and context-independent explanations selected by
MCTS using both the MLP and MentalRoBERTaT classifiers.
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Model Category

\ Text (subreddit = ‘“r/Relationships”)

| Stress | Entropy

Original

We seem to be talking and accidentally being together more often in school, making what
I think are feelings towards her only stronger. I can’t bring myself to bring this up with her
because I'm scared that we will have a repeat of February again. I love her so much but I
feel that if I have these feelings about other girls am I really devoted to her? This is in
no way her fault, she has done nothing to deserve my questioning of my decision, this is
my problem and mine alone. I am reluctant to bring this up with her because I'm worried
that she might break up with me because I do truly still love her I'm just wondering if this
other girl is a passing thought more focused than earlier and something I can overcome.

0.999

0.000

Dependent

Independent

We seem to be talking

bring myself to bring this up with her
because I'm scared that we will have a repeat of February again. I love her so much but I
feel that if I have these feelings about other girls am

am reluctant to bring this up with her because I'm worried
that she might break up with me because I do truly still love her

seem to be talking and what
I think are feelings

no way her fault, she has done nothing to deserve my questioning of my decision, this

0.734

0.510

0.437

1.043

Dependent

Mental
RoBERTa'" ———-———-

Independent

in school, making what
[ think are feelings towards her only stronger. I can’t bring myself to bring this up

[ have these feelings about other girls am I really devoted to her? This is in
no way her fault, she has done nothing

that she might break up with me because I do truly still love her I'm just

her only stronger. I can’t bring myself to bring this up with her
because I'm scared that we will have a repeat of February again. I love her so much but I
feel that if I have these feelings about other girls am

reluctant to bring this up

girl is a passing thought

0.998

0.712

0.030

0.444

Table 6: Qualitative examples from our MCTS explainability method for a post in the “r/Relationships” subreddit.
We show the full original text along with the context-dependent and context-independent explanations selected by
MCTS using both the MLP and MentalRoBERTa!T classifiers.
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