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Abstract
Hate speech detection for social media posts is considered as a binary classification problem in existing approaches, largely
neglecting distinct attributes of hate speeches from other sentimental types such as “aggressive” and “racist”. As these
sentimental types constitute a significant major portion of data, the classification performance is compromised. Moreover,
those classifiers often do not generalize well across different datasets due to a relatively small number of hate-class samples. In
this paper, we adopt a one-class perspective for hate speech detection, where the detection classifier is trained with hate-class
samples only. Our model employs a BERT-BiLSTM module for feature extraction and a one-class SVM for classification. A
comprehensive evaluation with four benchmarking datasets demonstrates the better performance of our model than existing
approaches, as well as the advantage of training our model with a combination of the four datasets.

Keywords: BERT, BiLSTM, One-Class SVM, outlier detection, transfer learning, hate class.

1. Introduction
Hate speech detection in social media posts differs
from information retrieval from traditional documents
due to length constraint. Moreover, the challenge
mounts up due to insufficient publicly available hate
speech datasets (MacAvaney et al., 2019), the absence
of benchmark datasets (Swamy et al., 2019), and the
fuzzy boundary between hate speech and cyberbully-
ing, abusive language, discrimination, profanity, tox-
icity, flaming, extremism and radicalization concepts
(Fortuna and Nunes, 2018; Poletto et al., 2020).
Early works modelled the hate speech detection as a bi-
nary classification problem. Since non-hate posts con-
tain a variety of sentiment types which do not share
the same characteristics, forcing those samples into one
class, as opposed to the hate class, leads to low per-
formance. In view of this, we consider this problem
as a one-class problem, where we determine which in-
stances stand out as being dissimilar to the hate class.
Those instances are treated as outliers and can be iden-
tified effectively by a one-class model such as One-
class Support Vector Machine (OC-SVM) (Schölkopf,
2001).

... Deep Features ...

... Classification Score ...

Figure 1: Deep One-Class Hate Speech Detection
Model.

In this paper, we propose a novel hate speech detec-

tion model (see Figure 1) which includes a deep learn-
ing network for feature extraction and the one-class
SVM for classification. The deep learning network
that we use constitutes the Transformer-based encoder
architecture BERT and a Bi-directional Long Short-
Term Memory (BiLSTM) model. We evaluate our
model with four publicly available datasets: David-
son (Davidson et al., 2017), SemEval-2019 (Task-5,
Subtask-A) (Basile et al., 2019), HASOC-2019 (Sub-
task B) (Mandl et al., 2019) and Stormfront (de Gibert
et al., 2018).1 Moreover, we combine the four datasets
to experiment with the generalizability of our model.
We show that our model achieves better performance
in most scenarios than the state-of-the-art methods for
monolingual datasets.
Our main contributions are summarized as follows:

• One-class detection model combined with deep
learning approach outperforms a binary-class
detection model. We cast a new viewpoint on the
weakness of the binary classification approach in
hate speech detection and demonstrate our claim
by a performance comparison between one-class
classification and binary classification.

• Deep One-Class Hate Speech Detection Model
outperforms the baseline models. We carry
out extensive experiments which convincingly
demonstrate that our model outperforms other
state-of-the-art deep learning approaches to hate
speech detection.

• Deep One-Class Hate Speech Detection Model
is generalized. Our experiments show that the
proposed model achieves significantly improved
performance after being trained with a combina-
tion of four datasets.

1We only consider English posts in those datasets.
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The remainder of the paper is organized as follows.
Section 2 reviews the related work. Section 3 describes
our model. Section 4 elaborates the experimental setup.
Section 5 analyzes experiment results. Section 6 dis-
cusses our model. Finally, Section 7 concludes our
work and discusses future directions.

2. Related Work
Although the first research article on hate speech de-
tection from public opinion dates back to early 2010s
(Warner and Hirschberg, 2012), this research is still at
an early with limited and specialized improvement over
the years (Arango et al., 2019). Yet, it is growing popu-
lar in the NLP community (Poletto et al., 2020). When
the question comes to detection, most researchers pre-
fer to implement supervised machine learning based
approaches dominated by linear classifiers (Davidson
et al., 2017; Malmasi and Zampieri, 2017) or deep
learning classifiers (Gambäck and Sikdar, 2017; Bad-
jatiya et al., 2017; Fortuna and Nunes, 2018; Zhang et
al., 2018; Founta et al., 2019) or combination of both
(Nobata et al., 2016; Paschalides et al., 2020).
Transformer-based Pre-trained Language Models are
among the deep learning models which are right now
claiming state-of-the-art performance (Minaee et al.,
2021). The variants of BERT (Devlin et al., 2019)
are one those models which are current trend in hate
speech detection. (Mozafari et al., 2019; D’Sa et al.,
2020; Fortuna et al., 2021) are few of the current BERT
based experiments on hate speech detection. (Mishra
and Mishra, 2019) has claimed a BERT based winning
model in HASOC-2019 competition. (Mozafari et al.,
2019; MacAvaney et al., 2019; Alonso et al., 2020;
Ranasinghe et al., 2021) have reported state-of-the-art
performance after experimenting BERT variants with
Davidson, Stormfront and HASOC-2019 (Sub-task B)
and SemEval-2019 respectively. Apart from experi-
menting with BERT, we observe a similarity in those
models. All have considered hate speech detection as a
binary problem- texts which “belong to hate” category
and texts which do “not belong to hate” category.
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Figure 2: Data Distribution.

If we closely look at Figure 2, we notice the fragility of
such strategy. The texts which do not belong to “hate
class” are the majority of those datasets. Here, not be-
longs to “hate class” means anything other than than

“hate class” as “hate speech” are very distinctive from
“offensive”, “aggressive” or “abusive” classes (Yin and
Zubiaga, 2021). Early models have been dominated
by these non hate instances during training. Because
the training set does not resemble the ‘true’ distribu-
tion, the generalization performance is poor as well.
Hate speech detection model expects the classifier must
know only one class, which is the hate class and its fea-
tures. The other instances will be treated as anomalies
or outliers as their features deviates significantly from
other observations (Chalapathy et al., 2019).

This study considers hate speech classification as a one
class classification problem where the classifier will be
trained with only hate class features’ and will be able to
detect anomalies during validation and test phase while
the prediction differs from actual state. We introduce
a novel point of view to resolve the detection task. As
deep neural network classifiers cannot be trained with
only one class, one-class SVM (OC-SVM) is widely
used in this regard where a hyperplane separates the
positive class (Schölkopf, 2001), in this study which
is hate class. OC-SVM will be described in Section
3. In recent times researchers have utilized combina-
tion of deep learning and one class classifier in tasks
as diverse as visual, speech anomaly detection (Chala-
pathy et al., 2019) where deep features were extracted
using autoencoder, pre-trained transfer learning models
and then they fed the features one-class SVM classi-
fier (Pan and Yang, 2010; Andrews et al., 2016; Sun et
al., 2017). However, in our proposed Deep One-Class
Hate Speech Detection model, we obtain deep contex-
tual features from a pre-trained BERT-BiLSTM mod-
ule and fed those learned features into a one-class SVM
(OC-SVM) classifier to separate all the positive data
points from the origin. Transferring knowledge from
BERT to BiLSTM is not new. (Tang et al., 2019) uses
a metaphor to explain an architecture where, BERT the
large model serves as a teacher and BiLSTM, the small
model learns to mimic the teacher as a student where a
student reproduces the behavior of the teacher as ac-
curately as possible and with fewer parameters. This
architecture has shown improved accuracy and proven
“more expressive for natural language tasks” (Tang et
al., 2019).

Generalisability of a model has also become a concern.
(Gröndahl et al., 2018) reckons a model performs well
only when trained and tested on the same dataset. The
model experiences improvement when more training
data were added (Fortuna et al., 2018). These stud-
ies revealed that a model trained with a large number
of hate samples could be competitive with the state of-
the-art models with the additional benefit of allowing
prediction on cross datasets as well.

We draw inspiration from these existing studies and
build a deep neural network joint by one-class SVM
for hate speech detection.
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3. Deep One-Class Hate Speech
Detection Model

Our deep one-class model for hate speech detection
(Figure 1) comprises two modules, namely, a feature
extractor module (Figure 3) and a classifier module
(Figure 4).

3.1. Feature Extractor by Transfer Learning
We use the Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2019) for ex-
tracting deep linguistic features, which provide differ-
ent representations for the same words with meanings.
Then, we feed the output of BERT to a low dimen-
sional sequence model BiLSTM to capture the long-
term dependency of words. For classification, we just
use a dense layer with the cross-entropy loss. Figure 3
presents the architecture of the two module in detail.
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Here, s =sequence length, b= batch size, d= dimension
of BERT, n= dimension of the second last layer, h= hidden size,
x= text input, y= softmax output, l= total number of layers,
m= total number of documents, z=BiLSTM output and
= activation function.
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Figure 3: Feature Extractor Module maps x ∈ Rd into
y ∈ Rd1 , which is extracted from the second last layer.

Given a training dataset D = {(xi, ci) | i = 1, . . . , n}
where xi ∈ Rd0 is a vector representation of a docu-
ment (i.e., each word is represented by a unique inte-
ger) and ci ∈ {0, 1} is the label (1 for the hate class
and 0 otherwise) for each i.
The pre-trained BERT model projects each xi into a
yi ∈ Rd1 where d1 = BERT dimension. Later, a se-
quence processing BiLSTM neural network is used to
learn the “high-level” features y(l−1) where y(l) is de-
fined in Eq. (1).

y(l) = softmax(y(l−1)) =
ey(l−1)i∑2
i=1 e

y(l−1)i

(1)

Here y(l) refers the output from last layer (i.e., the soft-
max layer). Intuitively, for each i, y(l)i ∈ (0, 1) is the

predicted probability that the input sample belongs to
the i-th class. The cross entropy loss is calculated by
Eq. (2).

loss = −
(
c log(y(l)i) + (1− c) log(y(l)i)

)
(2)

where c ∈ {0, 1} is the target label. After the model be-
comes trained, the learned feature matrix Z = {zi,j} ∈
Rm×n, m are number of samples, n represents embed-
ding dimension, is obtained from the second last layer
of the module as follows:

y(l−1) = wT zi,j (3)

Here zi,j is the hidden state of the BiLSTM network
at timestep i for the j-th sample, and w represents the
final learned weights.

3.2. Classifier module: One-Class SVM
The unsupervised classifier module is summarized in
Figure 4. Unlike binary classifiers, one-class classifier
is trained to differentiate between positive class data
and other instances (Fernández et al., 2018) where the
latter are neither present nor properly sampled. In this
study, we argue that unlike any variant of non “hate
class” instances, hate speeches are properly sampled
and carrying specific meanings. So, the module will be
trained with the positive class data to detect outlier data
and it will be done by constructing a smooth boundary
around the majority of probability mass of data.

One-class svm (OC-SVM)

O
p

Figure 4: Classifier Module maps datapoints x ∈ Rd in
reproducing kernel hilbert space, F including a hyper-
plane separation between red (outliers) datapoints and
blue (positive) datapoints from the origin O.

The module utilizes one class svm (OC-SVM) classi-
fier, proposed by (Schölkopf, 2001) which defines the
hyperplane to discriminate the positive class from the
other instances with maximum margin. Through this
module we intent to learn a function, f which we can
apply to any feature vector x ∈ Rd. f(x) results a
probability that the example x is positive.

f : Rd → {−1,+1} (4)

Eq. (4) returns +1 in a “small” region (capturing the
positive data points) and –1 elsewhere.
More specifically, given a training data with positive
class x ⊆ y(l−1), the optimization objective can be
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written as:

min
w,ρ,ξ

1

2
∥ w ∥2 −ρ+

1

vn

n∑
i=1

ξi

s.t.⟨w,φ(xi)⟩ ≥ ρ− ξi, ξi ≥ 0,∀i
(5)

In Eq. (5) and in Figure 4 each of non-negative ξ =
{ξ1, ξ2, ..., ξn} slack variables are penalized in the ob-
jective function, ρ points the distance from the origin
to hyperplane w,φ is is a mapping function that maps
x to a a RKHS map function F , f(x) = wTφ(xn)
is a hyper plane decision function to separate as many
as possible of the mapped vectors φ(xi), i : 1, 2, ..., n
from the origin O and v ∈ (0, 1) is a trade-off parame-
ter.

4. Experimental Setup
In this section we present the experimental setup for
Deep One-Class Hate Speech Detection Model to ad-
dress our contributions. As the primary concern is to
learn the features of “hate class”, we consider pres-
ence of other variants of non “hate class” instances as
a single class. The dataset is divided as 80:20:20 ra-
tio and the reported performances are calculated on test
dataset.

Convert to two classes
(hate one and non-hate
one)

Punctuation, Extra
space, Irrelevant

characters, Unicode,
Stop words, Emoticon,

Numbers, URL removal
Tokenization Infrequent tokens

removal (empty tokens
or the tokens having
one character only.)

Table 1: Pre-processing Techniques.

4.1. Experimental Setup: Feature Extractor
module

After applying a range of pre-processing techniques
listed in Table 1, input text is fed to a small pre-
trained BERT model bert-base-uncased that contains
an encoder with 12 layers (transformer blocks), 12 self-
attention heads, and 110 million parameters. During
fine tuning, we notice that the module optimizes for
30 epochs with 32 batch size. The following hyper-
parameters were set during training: Adam optimizer
with learning rate 0.00002 and combination of Log-
Softmax and negative log-likelihood loss as a cross en-
tropy gives best performance.

4.2. Experimental Setup: Classifier module
OC-SVM classifier will be trained with only the hate
speech feature sets, which is x ⊆ y(l−1). Here, x are
only the positive sets. The classifier focuses on outlier
detection. As v-property (Schölkopf, 2001), v ∈ (0, 1)

allows one to incorporate a prior belief about the frac-
tion of outliers present in the training data into the
model (Ruff et al., 2018), we experiment the module
with a range of outliers and we notice different opti-
mized v values for different datasets which have been
reported in Table 2. Gaussian kernel was employed
to develop the hyperplane. The model was verified
through a 10 fold cross validation. We conservatively
relabel any documents that are having negative scores.
We iterate this process until it stabilizes.

4.3. Datasets
The proposed model has been applied on four pub-
licly available datasets. Although they represent differ-
ent domains, they carry “hate class” labelled speeches
along with other classes. The dataset distribution was
presented at Figure 2.

• Davidson dataset: This is one of the most popu-
lar English datasets prepared by (Davidson et al.,
2017) comprising 24,802 tweets.

• StormFront dataset: This dataset contains texts
from Stormfront (de Gibert et al., 2018), a White
Supremacy Forum. There are 10,944 posts in this
dataset.

• SemEval-2019 dataset (Sub-task A): 10k tweets
have been collected for SemEval-2019 (Basile et
al., 2019) to solve Task 5 which is about the detec-
tion of hate speech against immigrants and women
in Spanish and English tweets.

• HASOC-2019 dataset (Sub-task B): The dataset
(Mandl et al., 2019) comprises of 5852 facebook
and twitter posts; were prepared to solve Sub
Task-B which is about to identify hate speeches.

• Mixed Dataset: We customized a dataset by com-
bining Davidson, Stormfront, SemEval-2019 and
HASOC-2019 datasets to experiment with cross-
domain and cross dataset generalisability of our
model. The dataset consists of around 50k English
only posts where 16% posts are hate speech.

In this study, we experiment with monolingual data-
especially posts in English .

4.4. Methods Compared
We compare our proposed model with the following
baseline methods:

• LSTM, BiLSTM: The LSTM and BiLSTM mod-
els were created with 256 hidden units and 768
input size. Here, bert-base-uncased was used for
word embedding.

• CNN: As per formulation in (Zhang et al., 2018).
The embeddings’ extracted as the sequence output
of bert-base-uncased were fed to the CNN neural
network.
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• BERT: A simple BERT-base classifier consisting
of a dense layer with 768 feature inputs.

During experiment, CNN and LSTM replaces the BiL-
STM in Figure 3. The pooled output from BERT was
used in BERT method.

4.5. Performance Metric
In this study, we evaluate the solutions by F1 score of
hate class on a balanced dataset which has been sum-
marized in Eq. (6), Eq. (7), Eq. (8).

Precision(hate) =
TP(hate)

TP(hate) + FP(hate)
(6)

Recall(hate) =
TP(hate)

TP(hate) + FN(hate)
(7)

F1(hate) = 2×
Precision(hate) ×Recall(hate)

Precision(hate) +Recall(hate)
(8)

Here, TP , FP and FN represent true positive, false
positive and false negative respectively. As there are
no previous studies of one class classification on hate
speech detection, it is not feasible to compare the per-
formance with past models. But our results will give a
notion of the credibility of the proposed model.

5. Results
We have conducted a number of experiments to figure
out how does one class classifier behave with the hate
class features and non hate class features. Among 10
experiments on each dataset, 5 were trained upon an in-
put set containing 95% of hate class and remaining are
the non-hate ones. Another 5 experiments were trained
upon 100% of the hate class.
As no one has ever tried to implement one-class clas-
sifier upon hate speech classification, this is difficult
to compare the scores. Analysing the performance of
the model demands how well the model detects “hate
class”. Based on this criterion, we notice that, the
best F1 score on Davidson dataset is 0.85 with 2%
outliers. With 3% outliers, HASOC-2019 and Mixed
dataset have top F1 scores, 0.60 and 0.82 respectively.
Similarly with 4% outlier, the model produces best f1
scores for Stormfront (0.88) and SemEval-2019 (0.84).
However the model does not produce a significant score
for HASOC-2019 dataset comparing with F1 scores of
other datasets. Contrasting with other datasets, this one
represents a mixed domain (i.e. combining facebook
and twitter posts). We notice that HASOC-2019 dataset
has a substantive number of hashtags (see Figure 5 )
which deserves additional attention during feature ex-
traction round. We believe the cause of the poor perfor-
mance in HASOC-2019 dataset is a weak correlation
with the semantics of the speech. Future research will
address this issue by proposing a feature based on hate
speech lexicon.

Figure 5: Word cloud: HASOC-2019 dataset after pre-
processing. It shows hashtags (i.e. trumpisatraitor,
shameonicc and so on) are appearing most frequently
comparing rapist, douchebag.

The experimental results in Table 2 have shown that
the incorporation of negative samples during training
has significantly improved the performance-the model
trained with 95% of hate class outperforms those mod-
els trained with 100% hate speech features.

6. Discussion
At the beginning of this study, we argue that “hate
class” labeled speeches have distinctive features com-
pared to non “hate class” instances. Our approach dif-
fers from the past studies where researchers’ have con-
sidered texts belong to “hate class” and not belong to
“hate class” are two classes-which ends up in a bi-
nary detection problem. In this study, we argue that
the texts which do not belong to “hate class” are un-
defined as non “hate class” instances do not share any
similarities. That makes the hate speech detection a
one class problem- a fundamental turnaround from the
early models.
In favor of our argument we present a quantitative
comparison between binary classification and one class
classification in Table 3. The F1 scores are calcu-
lated from Eq. (8). Further, we train one-class clas-
sifier based model with a mixed dataset and test the
model with Davidson, Stormfront, SemEval-2019 and
HASOC-2019 datasets. The performance was recorded
in Table 4. The bold number represents the best perfor-
mance in both tables. The italic value with underline
represents the second best.

6.1. Hate speech detection: a one-class
problem

Table 2 shows that one class classification outper-
forms binary classifier’s F1 value. BiLSTM, Bert-base,
LSTM and CNN methods have been trained and tested
with Davidson, Stormfront, SemEval-2019, HASOC-
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Experiments Davidson Stormfront SemEval’2019 HASOC’2019 Mixed
95% 1 class, 5% 0 class, 5% outlier 0.83 0.87 0.82 0.58 0.81
95% 1 class, 5% 0 class, 4% outlier 0.83 0.88 0.84 0.58 0.81
95% 1 class, 5% 0 class, 3% outlier 0.83 0.86 0.82 0.60 0.82
95% 1 class, 5% 0 class, 2% outlier 0.85 0.86 0.83 0.55 0.80
95% 1 class, 5% 0 class, 1% outlier 0.82 0.82 0.81 0.54 0.80

100% 1 class, 0% 0 class, 5% outlier 0.67 0.70 0.68 0.44 0.73
100% 1 class, 0% 0 class, 4% outlier 0.69 0.70 0.67 0.44 0.73
100% 1 class, 0% 0 class, 3% outlier 0.69 0.72 0.69 0.45 0.75
100% 1 class, 0% 0 class, 2% outlier 0.70 0.71 0.68 0.45 0.75
100% 1 class, 0% 0 class, 1% outlier 0.70 0.71 0.68 0.46 0.75

Table 2: F1 scores of hate class using Deep One-Class Hate Speech Detection Model. 1 represents “hate class”
and 0 is for non hate instances. Row represents the 10 experiments and columns represent the dataset. Experiments
column shows distribution of “hate class” and outlier in a dataset during one-class training. The best results are
highlighted in bold.

2019 and Mixed datasets. All methods use bert-base-
uncased as word embedding. Each method follows two
solving approaches- one is traditional binary classifica-
tion problem (F1 scores are listed under 2class column)
and other is considering hate speech detection a one
class problem (F1 scores are listed under 1class col-
umn). We also record the optimized outlier value for
which we achieve best F1 score for one class classifi-
cation.
We notice that one class classification approach im-
proves the F1 score significantly compared to the bi-
nary classification approach across datasets. More
specifically, BiLSTM with one class approach im-
proves f1 score by as much as 3% for Stormfront
dataset, 2% for Mixed dataset, SemEval-2019 dataset
and for Davidson dataset whereas Bert-base classifier
with one class approach outperforms others by 4% for
HASOC dataset. This performance arguably proves
that one-class classifier is able to separate large num-
ber of positive class samples from the origin and that
shows better performance comparing binary classifica-
tion.
We observe that all but CNN shows improvement in
one class classification approach. CNN based models
experience a significant performance drop for most of
the datasets. Although we are not investigating the rea-
sons in this paper, we believe a rigorous experiment
with hyper-parameters might improve the scores.
While the relatively small improvement in some
datasets could be due to the short text nature of tweets
or for limited hate speech data, the consistent gain in
F1 score suggests that hate speech detection should be
considered as a one class classification task rather than
a binary classification task.

6.2. Proposed model vs. other models
Table 3 shows that one class classification outperforms
binary classification, especially the BiLSTM based
one class model- which is our proposed Deep One-
Class Hate Speech Detection Model. The model has

shown improved F1 scores for Davidson (0.85), Storm-
front (0.88), SemEval-2019 (0.84) and Mixed (0.82)
datasets respectively though produces a competitive
score (0.60) for the HASOC-2019 dataset. This perfor-
mance arguably supports the superiority of the “Deep
One-Class Hate Speech Detection Model” over other
models.
A closer look at the Table 3 also reveals that BiLSTM
model with bert-base-uncased embedding produces
the second highest score for the Stormfront (0.85), Se-
mEval (0.82) and for HASOC-19 dataset (0.62). These
scores have strengthen our claim that proposed feature
extractor module (see Figure 3) is able to fetch deep
features. Adding the classifier module (see Figure 4)
produces competitive scores.
Table 2 shows that unlike other models, CNN fails to
produce competitive results. This is also noticeable
that the LSTM model with bert-base-uncased encoding
provides second highest score (0.83) for the Davidson
dataset and Bert-base classifier outperforms other mod-
els in HASOC-19 dataset (0.66). These scores show us
the suitability of the pre-trained BERT model in hate
speech detection. An ambitious approach could lead
to a significant improvement if BERT model be trained
with hate speech dataset.

6.3. Generalized performance
In the round of experiments, the best model was used to
test generalisability across the other datasets. The eval-
uated results were presented in Table 4 which shows
that the proposed model improves F1 score after be-
ing trained with the mixed dataset. Comparing to
the Table 3, the improvement is significant for David-
son dataset (4%) and for SemEval-2019 (3%) dataset.
The model shows a slight improvement for Stormfront
dataset (1%). However, the performance drops sig-
nificantly for the HASOC-2019 dataset. Apart from
HASOC-2019 result, these performances are in line
with a similar conclusion by (Fortuna et al., 2018).
If we closely look at these scores, we notice how
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Dataset
Model BiLSTM BERT-base LSTM CNN

2class 1class 2class 1class 2class 1class 2class 1class
Storm
front

0.85 Outlier
=0.04

0.88 0.8 Outlier
=0.01

0.8 0.84 Outlier
=0.04

0.8 0.83 Outlier
=0.01

0.74

Sem
eval

0.82 Outlier
=0.04

0.84 0.74 Outlier
=0.03

0.77 0.81 Outlier
=0.03

0.81 0.81 Outlier
=0.01

0.71

David
son

0.82 Outlier
=0.02

0.85 0.75 Outlier
=0.01

0.8 0.83 Outlier
=0.02

0.81 0.72 Outlier
=0.01

0.71

HAS
OC

0.62 Outlier
=0.03

0.6 0.6 Outlier
=0.02

0.66 0.5 Outlier
=0.04

0.58 0.59 Outlier
=0.03

0.52

Mixed 0.80 Outlier
=0.03

0.82 0.65 Outlier
=0.01

0.71 0.80 Outlier
=0.01

0.79 0.65 Outlier
=0.05

0.65

Table 3: F1 score of hate class for different methods on different dataset (using the bert-base-uncased word
embedding). They have been trained and tested with the same dataset. The best results are highlighted in bold.
The second best scores are italicized and underlined. Combination of BiLSTM-1class represents Deep One-Class
Hate Speech Detection Model.

18%

15%

53%

14%

Distribution of hate speech in the Mixed dataset 

Davidson Stormfront SemEval-2019 HASOC-2019

Figure 6: Distribution of positive class data in the
mixed dataset.

well the model performs on Twitter based datasets i.e.
Davidson and SemEval-2019 dataset. An interesting
observation is that both of these datasets are twitter
based and a large percentage of positive class samples
from SemEval-2019 are in the Mixed dataset (see Fig-
ure 6). The same observation might explain the per-
formance dip for HASOC-2019 and Stormfront. Both
represents dissimilar domains and both share compar-
atively small percentage of “hate class” samples in
Mixed dataset.
From this experiment, we can conclude that Deep One-
Class Hate Speech Detection Model is able to show
generalisability if trained with a large number of posi-
tive samples from the same domain.

7. Conclusion
The paper has proposed a novel framework for hate
speech detection. Through comprehensive experi-
ments, we found that if the dataset is balanced, and
if the hate class detection becomes the priority, then
a one-class classifier will be a best option. We experi-
mented with several state-of-the-art methods and with

publicly available datasets. Our results demonstrated
that our Deep One-Class Hate Speech Detection Model
offered the best detection and generalization results.
In terms of future work, we will integrate the classifier
module into the neural network architecture which can
enable us to influence representational learning in the
hidden layers. Furthermore, we will evaluate our en-
semble architecture on multidomain-multilingual set-
tings.
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