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Abstract
Chinese word segmentation (CWS) and named entity recognition (NER) are two important tasks in Chinese natural language
processing. To achieve good model performance on these tasks, existing neural approaches normally require a large amount
of labeled training data, which is often unavailable for specific domains such as the Chinese medical domain due to privacy
and legal issues. To address this problem, we have developed a Chinese medical corpus named ChiMST which consists of
question-answer pairs collected from an online medical healthcare platform and is annotated with word boundary and medical
term information. For word boundary, we mainly follow the word segmentation guidelines for the Penn Chinese Treebank
(Xia, 2000); for medical terms, we define 9 categories and 18 sub-categories after consulting medical experts. To provide
baselines on this corpus, we train existing state-of-the-art models on it and achieve good performance. We believe that the

corpus and the baseline systems will be a valuable resource for CWS and NER research on the medical domain.
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1. Introduction

In the past decade, there have been tremendous
progress in applying natural language processing
(NLP) techniques to medical text, with the hope that
the progress will lead to real-world applications that
improve healthcare quality. When analyzing Chinese
medical text, Chinese word segmentation (CWS) and
named entity recognition (NER) are often two of the
early steps whose outputs are needed by downstream
modules, and they have thus attracted attentions from
both academia and industry (e.g., (Xing et al., 2018
Wang et al., 2018 [Zhang et al., 2019; Wang et al.,
2019; [Luo et al., 2019; (Chang et al., 2021} [Li et al.,
2021)).

Building high-quality systems for the two tasks often
requires large labeled datasets, which are usually un-
available for special domains such as the Chinese med-
ical domain. While there are studies (Xu et al., 2014}
Jinfeng et al., 2016; He et al., 2017; (Gao et al., 2019;
Xiong et al., 2019; [Su et al., 2019; [Zan et al., 2020;
Zhang et al., 2020a) that annotated Chinese medical
text with CWS and NER labels, most of them use elec-
tronic medical records (EMR) collected from hospitals
and thus are not publicly available due to privacy and
legal issues. Meanwhile, little attention has been paid
to medical text from online healthcare platforms espe-
cially the ones with questions from patients and an-
swers from doctors. In addition, the named entities in
most studies use common categories such as disease
and symptom, without including fine-grained medical
term types such as abnormality types (e.g., =& (Type
II)) and body functions (e.g., ¥ X (digestion)).

In this paper, we introduce ChiMST, a Chinese Medical
Corpus with Word Segmentation and Medical Term
Annotation. Specifically, the raw text in the corpus

Corresponding author.

comes from ChiMed (Tian et al., 2019)), a Chinese med-
ical question answering (QA) corpus collected from a
Chinese online healthcare platfor where the regis-
tered doctors verified by the platform answer the ques-
tions raised by the patients (i.e., the platform users).
For word segmentation, our annotation guidelines fol-
low the segmentation guidelines for the Penn Chinese
Treebank (CTB) (Xia, 2000), with more detailed spec-
ifications and examples added to accommodate the
language use in the medical domain. For medical
terms, we start with the medical taxonomy proposed
by unified medical language system (UMLS) semantic
groups (Lindberg et al., 1993)). After consulting physi-
cians, we choose a label set with 9 categories and 18
sub-categories for medical terms (see Section [3.2] for
more details). Because our corpus consists of QA pairs
from online QA healthcare platform rather than EMRs
from hospitals, it is available to the public under a data
license agreement

To test the usefulness of the ChiMST corpus as well as
providing baseline results on CWS and medical term
recognition (MTR) tasks we train several state-of-the-
art models for CWS and MTR on the corpus; some of
the models are enhanced by word n-grams and syntac-
tic information, and the experimental results show that
leveraging such extra information is able to improve
model performance on both tasks.

"http://ask.39.net/

’See |https://github.com/synlp/ChiMsT| for
details.

3Because some medical term categories such as Medi-
cal Order are not normally regarded as named entity types,
for the rest of the paper we will call the task of identifying
medical terms Medical Term Recognition (MTR), instead of
Named Entity Recognition (NER).
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2. Related Work

Applying NLP techniques to processing Chinese med-
ical text has attract much attention in recent years (e.g.,
Xue et al. (2012), Xu et al. (2015), |L1 et al. (2019),
Wang et al. (2020), Song et al. (2020), [Chang et al.
(2021)), etc.). Because the performance of the mod-
els trained on general domain data tends to drop sig-
nificantly when they are tested on medical text, previ-
ous studies (Xu et al., 2015} [Li et al., 2015; [Zhang et
al., 2016; |He et al., 2017; |Chowdhury et al., 2018)) of-
ten rely on annotated medical corpus to achieve better
performance. For CWS and MTR, many datasets have
been created for them (Xu et al., 2014; Jinfeng et al.,
2016; |[He et al., 2017} (Gao et al., 2019; |Xiong et al.,
2019; |Su et al., 2019; [Zan et al., 2020; Zhang et al.,
2020a; Zhang et al., 2020Db).

For example, Jinfeng et al. (2016) constructed a Chi-
nese corpus containing 992 Chinese EMRs with anno-
tations of named entities and their relations. They mark
five types of named entities in Chinese EMRs: dis-
eases, type of disease diagnosis, symptoms and signs,
test, and treatments. Their innovation in the definition
of named entities was to split medical problems into
diseases and symptoms, and further split the symptoms
into two subcategories: self-reported symptoms and
abnormal examination results. [Zhang et al. (2020a)
divided medical entities into nine categories (i.e., dis-
ease, clinical manifestation, medical procedure, med-
ical equipment, drug, medical test, body, department,
and microbe) for primary classification, where some of
them are further divided into sub-categories.

Most existing datasets for CWS and MTR use EMRs
and thus are not publicly available due to privacy and
legal issues. In our study, we annotate medical text
collected from online healthcare platforms with a more
fine-grained set of categories.

3. The ChiMST Corpus

The raw data of the current version of the ChiMST cor-
pus come from the QA records in the ChiMed cor-
pus (Tian et al., 2019) After a brief introduction to
ChiMed, we describe ChiMST’s annotation guidelines
and report annotation results.

3.1. Data from the ChiMed Corpus

The ChiMed corpus contains over 200 thousand QA
records collected from a Chinese online healthcare
platform called 39ask. A QA record contains five main
fields: department, title, keyphrases, the question, and
the answers. Among the five fields, the department and
keyphrases are provided by the platform managers; the
question and the title fields, which describe the problem
the patient has, are written by the patient; the answers
are written by physicians who have registered and ver-
ified by the platform. All the QA records come from

“In the future, we plan to extend ChiMST with data from
other sources.

15 different departments and there are exactly two an-
swers in each QA record.

To create the ChiMST corpus, we randomly sampled
1,000 QA records from ChiMed. The annotation is
done only on the question and answer fields of the
QA records. We segment text in those fields into sen-
tences by three punctuation marks (i.e., delimiters pe-
riod, question marks, and exclamation marks), result-
ing in a corpus of 6,646 sentences and 222,465 Chi-
nese characters. Table[l|shows an example QA record’]
with word boundary and medical terms annotated as
explained below.

3.2. Annotation Guidelines

Two graduate students in the field of NLP developed
the annotation guidelines for CWS and MTR. They
consulted two physicians when defining the category
set for the medical terms.

For word segmentation, we follow the segmentation
guidelines of the Penn Chinese Treebank (CTB) (Xia,
2000), which is one of the most widely used guide-
lines for CWS. Since the CTB guidelines focus on
the general domain and do not include many exam-
ples from the medical domain, we add more specifi-
cations and examples from the medical domain to help
our annotators. For example, the CTB guidelines do
not specify how to segment medical terms. Follow-
ing CTB’s approach for segmenting names of orga-
nization/country/school, we add examples for medical
terms, such as “i¥ 22/ ﬂ"ﬂ (nerve internal medicine),
“B R (nutrition), “H &2 IR (lymphocytes), and
“FrBk/ R AL (knee-jerk reflex).

For the medical terms, we start with the medical tax-
onomy proposed by unified medical language system
(UMLS) semantic groups (Lindberg et al., 1993) and
choose categories that are widely used in our cor-
pus. After consulting two physicians, we define a set
consisting of 9 medical term categories and 18 sub-
categories, shown in Table

Compared with previous Chinese datasets with medical
term annotations, our medical term categories are more
fine-grained. For instance, the category “Abnormality”
has two subtypes: “Symptom” is the patient’s self ex-
perience and feeling to the physiological function of
the body abnormal, such as “J&&” (pruritus), “%J&”
(pain), “% &> (distension), “M& I (stuffy), and “k
% (dizziness), whereas “Sign” represents the percep-
tible changes in the body’s internal structure, such as
WS PE 3 F (heart murmur) and AT IR X (enlarged liver
and spleen). The category “Illness” includes “Disease”
and “Injured or Poisoned*, which correspond to dif-
ferent physical condition for patients. “Medical Test”
has three subcategories: “Imaging Test”, “Laboratory
Test”, and “General Test”, where the first two labels
are for tests involving images and laboratory exami-
nations, respectively. “Treatment” has four subcate-

The English translation is not part of the corpus.
8</” marks the word boundary.
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Department | BAt > 3L Ophthalmology > Nearsightedness

. FATBRIRELLE 4 B2
Title

What should I do if I am nearsighted but do not want to wear glasses?

Keypharses

R, W, BRAKRZE, EAETE eyes, vision, eye examination, refractive error

£ [#A@Dl], A~8ET -

A wiE A K3,

Question

I am [nearsighted@DI], five or six hundred degrees.

Bk ST ow s 6 AR K. PR AR

It takes a lot of effort to work on the computer. I wear glasses when playing (games) on
computer at night, otherwise I do not normally wear glasses.

1% Pl [LAL@DI] & Mk & o,
Will my [nearsightedness @DI] get worse? What should I do if I do not want to wear glasses?

FRRBREZEL B

Fo B I E@DI| A %% -

errors@DI].

Answer 1
K @TT] »

drops@DR)].

MAR & %k R A, FR A Fuf [ERE@BF] #:2 AR K &2,

E & EM EIR & [RA@DEP] £ %
&@MO] . [¢# AIR@MO] . #4 Fi .,
FTA AR # AT 69 R
It is recommended to go to the [ophthalmology department@DEP] of a hospital for an eye
examination, and then wear suitable glasses, [rest more @MO] at ordinary times, [use your
eyes rationally@MO], control the use of mobile phones and computers, do [hot
compress@TT] for [eyes@BP], and use moisturizing eye drops, such as [Beifu Shu eye

S B [JL % @SP]

From your description, your condition could have something to do with lack of [sleep @BF]
and unreasonable use of eyes in daily life, which cause [fatigue @SP] and [refractive

Rig ME 43 69 Rg ., P [EF K
WhE 09 4% A . A (IR @BP] ¥ [#
Wode [ 247 A IRZ@DR] -

R 4F, [EAe@DI T

B sy R4% 69 1EA
The purpose of wearing glasses:

— AT HE EK

Answer 2

losing balance.

o R A E R AR ORAL

your Vvision.

EIL T A BB RS
Hello. If you are [nearsighted@DI], it is still recommended to wear glasses.

kB FMT A 69 AR

One is to correct the refractive and achieve the effect of clear vision;

Z R AT Bk B [RIF@BP] 8 [%46 = BT HAE@BF] 2% FH# .

The second is to prevent the [assembly and adjustment function@BF | of [eyes@BP] from

T A% @i [ FAR@SR] k ;AR A -
If you really do not want to wear glasses, you can consider [myopia surgery@SR] to improve

Table 1:

An example of annotated QA record in ChiMST, where the question and two answers are annotated

with word boundaries and medical terms. Word boundaries are illustrated by white spaces. Medical terms are
highlighted in blue and marked by the brackets. The label of each medical term follows the schema in Table2]and
it is attached to the corresponding medical term by “@”. For example, [ ! & 4 & R @DR] (/Beifu Shu eye
drops@DR]) is a medical term of type Drug (DR) consisting of two words (i.e., 1 £ 47 and ## BR#% ). The English
translation is included only for reference; it is not part of the corpus.

gories depending on the types of treatment, namely,
"Drug®, “Surgery”, “Targeted Treatment”, and “Med-
ical Order”. “Body” and “Abnormality Type” are cate-
gories that are rarely used in previous studies, but they
are useful when we want to accurately identify the de-
tail of a disease and obtain more accurate information
for the follow-up diagnosis and treatment. The remain-
ing three categories (namely, “Department”, “Medical
Equipment”, and “Pathogen”) are widely used cate-
gories, which also play an important role in the clinical
process of diagnosis and treatment.

To help annotators to distinguish similar medical term
(sub-)categories, our annotation guidelines include de-
tailed specifications and examples such as the follow-
ing:

e Symptom and Sign: If the abnormality can
be detected without requiring professional med-
ical equipment (excluding common home med-
ical equipment such as thermometer, sphygmo-
manometer, blood glucose meter, etc.), annotate
it as “Symptom” (e.g., “%J4” (pain) and “& %"
(fever)). Otherwise, annotate it as “Sign”.
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Category Sub-category Labels | Explanations
Symptom that is directly observed or felt by the patient,
Symptom SP such as “ZM” (pain) and “%& S (nausea).
1 | Abnormality Sign that is diagnosed or detected by the doctor or
Sign SG medical equipment, such as “/&BE 3¢ & (heart murmur)
and “AF M K (enlarged liver and spleen)
. . The type and degree of an abnormality, such as “#% & /&
2 | Abnormality Type Abnormality Type bT [%-48” (very high risk group) and “32 J&” (mild).
Body Part BP ‘ Body part such as “k” (head) and “}&” (waist).
Body Substance BS ‘S:,;Ilzftance producsd}? (’)’r exc.reted from the body, such as
3 | Body (blood) and “/K” (urine).
. The general function of human body, such as “7¥ 1.
Body Function BF (digestion) and “M & (pregnant).
A hospital department such as “SNt” (surgical
4 | Department Department DEP department) and “4a#t” (department of gynecology).
. . The name of injury and poison, such as “& ik %4~
sl Injured or Poisoned Iop (skin injury) and “B ¥ F & (alcoholism).
ness
. The name of disease excluding injury and poison, such
Discase DI as “MiJ&” (lung cancer) and “ KI5 (rush).
: . 113 g %%ﬁ- Lt} .
6 | Medical Equipment | Medical Equipment ME E{,I;(i}l;;}:ﬁ q(l‘l}ler;;;;to’:)uc}l as "L (rhinoscope) and
7 | Pathogen Pathogen PG ‘ Pathogen, such as “4@ 8 (germ) and “J#& & (virus).
. Image medical examination, such as “AZ3fCT”
Imaging Test IMT (abdominal CT) and “= ML %5 48> (echocardiography).
Laboratory medical examination, such as “fz % #.”
Laboratory Test LT (complete blood count) and “%t 52 @ 3 (blood clotting
8 | Medical Test tetrachoric).
General medical examination excluding image tests and
General Test GT laboratory tests, such as “#Ri&” (body temperature) and
“oFv% > (breathe).
The name of drugs, such as “# % % (penicillin) and
Drug DR R (Taylor).
Sureer SR The name of surgeries, such as “%& A& F R (liposuction)
ety and “SREIEAR R (heart bypass surgery).
Targeted treatment, such as “4U¥ & % J3  (antiviral
9 | Treatment Targeted Treatment TT therapy) and “ ¥ #1173 %> (intermediate frequency
therapy).
The suggestions from doctors for daily medical care,
Medical Order MO such as “® 24 B (drinking alcohol is strictly
prohibited) and % "B K> (drink more water).

Table 2: Types of medical terms (there are 9 categories and 18 sub-categories) used in ChiMST. The last two
columns show the label and explanation for each sub-category.

¢ Body function, Imaging test, and Laboratory
test: If the word “#” (do) can be added before
the medical term, then annotate the term as Imag-
ing Test or Laboratory Test according to its mean-
ing (e.g., “dn % # (complete blood count)). Oth-
erwise, annotate the term as Body Function (e.g.,
“fLH” (vision) and “IF 21 R8> (liver function)).

Moreover, following the convention in previous stud-
ies, we do not annotate medical terms embedded in an-
other larger medical term. For example, in the Body

Function term “Af 24 48 (liver function), we do not

mark the body part “AF” (liver) as a Body Part.

3.3. Annotation Process

Since questions and answers are the most important
fields of QA records, we ask two annotators who have
background in the medical domain to annotate them:
word segmentation first, followed by medical term an-
notation.

We train the two annotators and ask them to first anno-
tate a small set of sample data to ensure they fully un-
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# of QA records annotated by both annotators 300

# of QA records annotated by one annotator 700
Agreement (Cohen’s kappa) for CWS 0.934
Agreement (Cohen’s kappa) for MTR 0.907
Avg. F1 of annotators for CWS 0.974
Avg. F1 of annotators for MTR 0.931

Table 3: The inter-annotator agreement (Cohen’s
kappa) of two annotators on the 300 double-annotated
QA records. The average F1 scores of the annotators
are computed with respect to the agreed annotation.

# of QA records 1,000
# of questions 1,000
# of answers 2,000
# of characters 222,465
# of words 142,455
# of medical terms 13,695
# of sentences 6,646
# of character types 2,455
# of word types 8,982
# of medical term (sub-)categories 18
Avg. # of characters per sentence 335
Avg. # of words per sentence 21.4
Avg. # of medical terms per sentence 2.1

Table 4: The statistics of the ChiMST corpus.

derstand the annotation guidelines. Then we split the
1,000 QA records in ChiMST into two subsets: one has
300 records which are annotated by both annotators,
and the other 700 records are annotated by only one
annotator (i.e., 350 records per annotator); that is, each
annotator gets 650 records without knowing which of
them will be double annotated.

For double-annotated records, if the two annotations
disagree, the two annotators would discuss and resolve
the disagreements. If they cannot reach an agreement,
one of the annotation guideline designers would step in
to make the final decisions. Table 3] shows the inter-
annotator agreement in terms of Cohen’s kappa and
each annotation’s quality in terms of F-score on the 300
double annotated QA records. Both kappa and F-scores
fall in the range of (0.8, 1) (Landis and Koch, 1977),
indicating the annotation is of high quality.

3.4. ChiMST Statistics

To summarize, ChiMST contains 1,000 QA records
randomly selected from ChiMed (Tian et al., 2019).
The question and answer fields in the records are anno-
tated with word boundary and medical term informa-
tion. The statistics of ChiMST is in Table [} where the
number of characters, words, and sentences only con-
siders the question and answer fields. Table [3] reports
the occurrences of the 18 medical term subcategories.

| Sub-categories

Labels | Count

1 | Symptom SP 1,946
2 | Sign SG 164
3 ‘ Abnormality Type ‘ DT ‘ 374
4 | Body Parts BP 2,408
5 | Body Substance BS 407
6 | Body Function BF 913
7 | Department | DEP | 231
8 | Injured or Poisoned | IOP 72
9 | Disease DI 3,520
10 ‘ Medical Equipment ‘ ME ‘ 78
11 ‘ Pathogen ‘ PG ‘ 116
12 | Imaging Test IMT 242
13 | Laboratory Test LT 171
14 | General Test GT 124
15 | Drug DR 1,338
16 | Surgery SR 142
17 | Targeted Treatment | TT 517
18 | Medical Order MO 932
Total 13,695

Table 5: The number of medical terms in each sub-
category in the annotated ChiMST corpus.

4. Experiments

To test the usefulness of ChiMST, we train and evaluate
CWS and MTR systems on the corpus.

4.1. Tasks

Following the convention in most previous studies
(Tseng et al., 2005; |Song et al., 2009; [Zhang et al.,
2010; |Song and Xia, 2012} Pei et al., 2014} [Lample et
al., 2016; [Nie et al., 2020b; Tian et al., 2020a}; (Tian et
al., 2021)), we regard CWS and MTR as sequence label-
ing tasks using the BIO scheme (or its variants such as
the BIES scheme). That is, each character is assigned a
CWS and an MTR label according to its position in a
word or in a medical termﬂ For example, if a character
is the first character of a word, its CWS label would be
“B”; if it is part of a medical term of type department
(DEP) but is not in the beginning position, its MTR la-
bel would be “I-DEP”. The object of the models for
CWS and MTR is to predict the corresponding CWS
and MTR label sequence YV = ¥, - , Yy, for an in-
put character sequence X = z1, - - - , x,, (n denotes the
number of characters in the sequence).

4.2. Models

Since pre-trained word embeddings and language mod-
els have demonstrated their effectiveness in modeling

"In our experiments, the input to the MTR models is a
character sequence, not a word sequence. Therefore, the BIO
label is on each character.
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Encoder

Input

Figure 1: The typical architecture of character-based
models following the encoder-decoder paradigm.

the context information for different tasks (Pennington
et al., 2014;[Song and Shi, 2018; Bae et al., 2019; |Chen
et al., 2020; [Raffel et al., 2020; [Tian et al., 2020Db;
Mandya et al., 2020; Ribeiro et al., 2021} |Qin et al.,
2021a; Herzig and Berant, 2021} |Qin et al., 2021bj
Paolini et al., 2021} Rothe et al., 2021} [Pasupat et al.,
2021} [Tian et al., 2022)), in the experiments, we train
four state-of-the-art character-based models for CWS
and MTR with widely used pre-trained language mod-
els for Chinese. Specifically, the four models are BERT
(Devlin et al., 2019), ZEN (Diao et al., 2020; Song et
al., 2021)), WMSeg (Tian et al., 2020c), and AESINER
(Nie et al., 2020a)), where all of them follow the stan-
dard encoding-decoding paradigm in Figure|l} The de-
tails of the models are illustrated as follows:

BERT BERTﬂis a pre-trained language model in the
general domain that has achieved state-of-the-art per-
formance on many NLP tasks. We used the base ver-
sion of Chinese BERT as the text encoder and use soft-
max or conditional random field (CRF) as the decoder
to predict the CWS and MTR labels for each charac-
ter. We use the default setting for the BERT encoder,
which uses 12 layers of multi-head attentions and 768
dimensional vectors for the hidden states.

ZEN ZENE]is another pre-trained language model for
Chinese in the general domain. It enhances BERT
by modeling n-gram information through the encod-
ing process of the running text and thus achieves better
performance on many Chinese NLP tasks. We use the
large version of ZEN with the default setting (i.e., 24
layers of multi-head attentions and 1024 dimensional
hidden states) and use softmax or CRF as the decoder.

WMSeg WMSegEG] is a model for CWS, which uses
either BERT or ZEN as the text encoder and CRF as

8We obtain BERT from https://github.com/
google-research/bertl

"We obtain ZEN from https://github.com/
sinovation/ZEN2.

""We use the official code from https://github.
com/SVAIGBA/WMSegl

Train Dev Test
# of QA records 700 100 200
# of questions 700 100 200
# of answers 1,400 200 400
# of characters 154,342 | 23,649 | 44,474
# of words 98,874 | 15,068 | 28,513
# of medical terms 9,459 1,494 2,742
# of sentences 4,584 702 1,360
Double annotated No Yes Yes

Table 6: The statistics of the training, development, and
test sets of ChiMST in the experiments. “Double anno-
tated” indicates whether the data is annotated by both
annotators.

Hyper-parameters | Values

Learning Rate 5e —6,1le —5,2e — 5
Warmup Rate 0.06,0.1

Dropout Rate 0.1

Batch Size 8,16,32

Table 7: The hyper-parameter values tested when tun-
ing our models, and the ones used in our final experi-
ments are in boldface.

the decoder. WMSeg improves CWS by leveraging the
wordhood information in n-grams to achieve better per-
formance. We follow the default settings specified in
the original paper and apply it to CWS only.

AESINER AESINERE] proposes an attentive en-
semble mechanism to leverage different types of syn-
tactic information (namely, part-of-speech (POS) la-
bels, syntactic constituents, and dependency relations)
and achieves state-of-the-art performance on NER in
the general domain. Similar to WMSeg, the text en-
coder of AESINER is either BERT or ZEN and the de-
coder is CRF. We use the default settings of AESINER
in the original paper and apply it only to MTR.

4.3. Settings

For the data, we split ChiMST into training, develop-
ment, and test sets, where both CWS and MTR tasks
use the same train/dev/test split. The training set con-
tains the 700 QA records, each being annotated by one
of the annotators; the development and test set contains
100 and 200 QA records, respectively, and each being
double annotated. The statistics of the train/dev/test
sets are reported in Table@ In addition, since our CWS
annotation follows the CTB guideline, for CWS we use
the training set of CTBSE](Xue et al., 2005) in the gen-

""We use the offcial code from https://github.
com/cuhksz-nlp/AESINER.

'“We obtain the official data of CTB5 from https://
catalog.ldc.upenn.edu/LDC2005T01 and use the
training set specified in[Zhang et al. (2014).
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Methods Prec. Recall F1 Methods Prec. Recall F1
CTB Only BERT 79.19 83.81 81.43
o o MLOE me wm w
BERT + CRF 9450  95.11  94.80 (BERT) o : 9
WMSeg (BERT) 94.81 95.02 94.92 ZEN 82.17 85.52 83.81
ZEN + CRF 82.44 85.59 83.98
ZEN 94.58 94.93 94.75
ZEN + CRE 94.70 94.89 94.79 AESINER (ZEN) 82.67 86.25 84.41
WMSeg (ZEN) 95.14 94.90 95.02 Table 9: The performance of different models on the
CTB+ChiMST MTR task in terms of precision, recall, and F1 scores.
BERT 97.93 97.65 9779 I.{er'ein, AESINER models use all three types of §yntac-
tic information (i.e., POS labels, syntactic constituents,
BERT + CRF 97.89 97.76 97.82 and dependency relations).
WMSeg (BERT) 98.04 97.91 97.97
ZEN 98.21 97.99 98.10 Syntactic Info. Prec. Recall F1
ZEN + CRF 98.23 98.01 98.12
WMSeg (ZEN) 98.39  98.04 98.21 POS Only 8231  85.83  84.03
. SC Only 82.55 86.04 84.25
ChiMST Only DR Only 8230 8598  84.10
BERT 97.82  98.15 9798 All 82.67 86.25 84.41
BERT + CRF 97.90 98.16 98.03
WMSeg (BERT) 98.00 08.23 98.11 Table 10: The performance of AESINER model (us-
ZEN 9822 0818 98.20 ing ZEN enc:)der)”us‘i‘ng f{ifferen‘t‘ typfs of syntactic in-
formation. “POS”, “SC”, and “DR” denote POS la-
ZEN +CRF 98.29 98.21 98.25 bels, syntactic constituents, and dependency relations,
WMSeg (ZEN) 98.05 98.41 98.38

Table 8: CWS performance for different composition
of training data, namely, the CTP data only (CTB only),
the CTB data and our data (CTB+ChiMST), and our
data only (ChiMST Only). BERT and ZEN refer to
the models with the softmax decoder. WMSeg (BERT)
and WMSeg (ZEN) denote the WMSeg models using
BERT and ZEN encoder, respectively.

eral domain as extra data and conduct cross-domain ex-
periments where the models are trained on CTBS5 and
evaluated on the test set of ChiMST.

To obtain the syntactic information required by the
AESINER model, we use Stanford CoreNLP ToolkitsE]
(Manning et al., 2014)) to process the text and obtain
the POS labels, syntactic constituents, and dependency
relations for each sentence. In training, we update all
parameters in the models, including the ones in the pre-
trained language models. Table [/| reports the hyper-
parameters tested when tuning the models. We test all
combinations of them for each model and use the one
that achieves the highest performance on the develop-
ment set as the final model for evaluation. Following
previous studies, for both CWS and MTR, we evaluate
all models based on the precision, recall, and F1 scores.

Bhttps://stanfordnlp.github.io/
CoreNLP/.

respectively. The performance of the model where all
types of syntactic information are used (i.e., “All”) is
also reported for reference.

5. Results and Discussion

5.1. Performance on CWS

For CWS, we run the three models (i.e., BERT, ZEN,
and WMSeg) with different settings and report system
performance (precision, recall, and F1 scores) on the
test set of ChiMST in Table [§] Herein, “CTB only”
refers to the cross-domain experiment setting where
the models are trained on the training set of CTBS;
“CTB+ChiMST” denotes the setting where the train-
ing data is the union of CTBS and ChiMST training
sets; “ChiMST Only” is the in-domain setting where
the models are trained and evaluated on ChiMST.

There are some observations. First, all models achieve
outstanding performance when the training data is
ChiMST Only. Second, CTB only results are worse
than both CTB+ChiMST and ChiMST only, confirming
that the gaps between the domains remarkably affect
the performance of WSD models and demonstrating
the benefits of constructing annotated corpus for spe-
cial domains such as medical domain. Third, for all
three settings, WMSeg with ZEN encoder achieves the
highest F1 scores, because this model can leverage n-
gram information to improve CWS performance.

5.2. Performance on MTR

For MTR, we run BERT, ZEN, and AESINER mod-
els with different configurations on ChiMST. We report
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the experimental results (i.e., precision, recall, and F1
score) in Table [9] where the AESINER models with
BERT or ZEN encoder use all three types of syntac-
tic information (i.e., POS labels, syntactic constituents,
and dependency relations). Overall, the model per-
formance on MTR is much lower than that on CWS,
which is expected because MTR is generally consid-
ered harder than CWS and thus has more room for fu-
ture improvement. Among all models, AESINER with
ZEN encoder achieves the highest performance with re-
spect to the F1 score, indicating that n-gram and syn-
tactic information provides useful cues for MTR.

To understand the effect of different types of syntac-
tic information on model performance, we conduct an
ablation study on the syntactic information used in
AESINER with ZEN encoder. The experimental re-
sults are in Table[I0} the first three rows use only one
type of syntactic information, and the last row uses all
three types. Among the three types, syntactic informa-
tion (SC) works the best. One possible explanation is
that the syntactic constituents suggest the boundary in-
formation of a medical term (medical terms are more
likely to be noun phrases) and thus contribute more to
identifying the medical terms than the other two types
of syntactic information.

6. Conclusion

In this paper, we describe a Chinese medical corpus
named ChiMST with annotations for CWS and MTR.
Specifically, the corpus includes 1,000 QA records
from the ChiMed corpus, where the question and an-
swer fields are annotated with word segmentation and
medical term information. The annotation guidelines
for CWS follows CTB’s segmentation guidelines; med-
ical term annotation uses a label set with 9 categories
and 18 sub-categories.

Compared with existing datasets for CWS and MTR,
ChiMST uses QA records from a public healthcare plat-
form rather than EMRs in the hospitals; thus we are
able to release the corpus to the public. In addition, the
18-subcategory label set is more fine-grained than the
label sets in previous studies.

We further conduct experiments on ChiMST with state-
of-the-art sequence labeling models. The experimental
results on CWS show the performance in the cross-
domain setting is much worse than the in-domain
setting, demonstrating the benefit of having labeled
data for special domains. In addition, WMSeg and
AESINER, which leverage n-gram and syntactic in-
formation, achieve the best performance for CWS and
MTR, respectively, demonstrating that extra informa-
tion (such as n-gram and syntactic information) is help-
ful to improve model performance.
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