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Abstract
Text simplification is a method for improving the accessibility of text by converting complex sentences into simple sentences.
Multiple studies have been done to create datasets for text simplification. However, most of these datasets focus on
high-resource languages only. In this work, we proposed a complex word dataset for Hindi, a language largely ignored in
text simplification literature. We used various Hindi knowledge annotators for annotation to capture the annotator’s language
knowledge. Our analysis shows a significant difference between native and non-native annotators’ perception of word
complexity. We also built an automatic complex word classifier using a soft voting approach based on the predictions from
tree-based ensemble classifiers. These models behave differently for annotations made by different categories of users, such
as native and non-native speakers. Our dataset and analysis will help simplify Hindi text depending on the user’s language
understanding. The dataset is available at https://zenodo.org/record/5229160.
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1. Introduction
The significance of accessible technology has in-
creased manifold today for creating an inclusive en-
vironment. Accessibility not only helps improve
the quality of life of persons with impairments but
also benefits individuals without impairments (Henry,
2006). We can associate accessibility with physical
devices as well as with the content we consume in
our day-to-day lives. We can achieve accessibility of
textual content by simplifying it. Text simplification
refers to the process of modifying text in such a way
that it becomes easier for the reader to comprehend it.
It is a sub-field of natural language processing, that
has proven to be useful to children (De Belder and
Moens, 2010), readers with language impairments (Ca-
plan, 1992; Carroll et al., 1999; Carroll et al., 1998),
readers with low literacy levels (Candido Jr et al.,
2009), and non-native speakers (Paetzold and Specia,
2016c). Conceptual simplification, elaborative mod-
ification, syntactic simplification, and lexical simpli-
fication are different ways by which we can simplify
text (Siddharthan, 2014).
In this work, we focus on lexical simplification of Hindi
text, i.e., the process of identifying complex words in
a given text and substituting them with their simpler
synonyms based on the context of the target complex
word (Paetzold and Specia, 2017). The term ’complex’
in this context does not indicate syntactic or morpho-
logical complexity. A complex word is defined as a
word that is difficult to understand by the reader (Finni-
more et al., 2019; Yimam et al., 2017a). Shardlow
(2014) has demonstrated the steps in a lexical simplifi-
cation pipeline, which is constituted of complex word
identification, substitution generation, word sense dis-
ambiguation, and synonym ranking. However, there

is no work related to lexical simplification in Hindi,
which, according to Ethnologue1, has the third-largest
number of speakers in the world, after English and
Mandarin Chinese. Moreover, Hindi is the official lan-
guage of the government of India2, and 43.63% people
in the country are Hindi speakers, according to the last
census conducted in India3. Since people’s vocabulary
varies according to their familiarity with the language,
it is essential to produce and distribute content that all
can understand. Manual simplification of content could
be time-consuming and laborious; therefore, we need
to use automatic text simplification approaches.
Soni et al. (2013) performed sentence simplification on
Hindi text. They performed simplification by splitting
the sentence into multiple sentences, which involved
modification of the grammatical structure of the sen-
tence. Mishra et al. (2014) also experimented with
sentence splitting in order to improve the quality of
translation from Hindi to English. Both these studies
are instances of syntactic simplification of Hindi text.
The area of text simplification, specifically lexical sim-
plification, is unexplored for Hindi. Lexical simplifica-
tion studies have gained popularity in various other lan-
guages such as English, French, Brazilian Portuguese,
Spanish, to name a few (Paetzold, 2016; Lee and Ye-
ung, 2018; Hmida et al., 2018; Aluı́sio and Gasperin,
2010; Štajner et al., 2019; Bott et al., 2012). How-
ever, certain resources used for simplification, such as
the Simple English Wikipedia (Coster and Kauchak,

1https://www.ethnologue.com/guides/
ethnologue200

2https://rajbhasha.gov.in/en/
official-language-resolution-1968

3https://censusindia.gov.in/
2011census/Language-2011/Statement-4.pdf

https://zenodo.org/record/5229160
https://www.ethnologue.com/guides/ethnologue200
https://www.ethnologue.com/guides/ethnologue200
https://rajbhasha.gov.in/en/official-language-resolution-1968
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2011), simple word lists (Ogden, 1930), ranked syn-
onym lexicons (Billami et al., 2018) etc. do not exist in
Hindi. We also do not have an annotated dataset to dif-
ferentiate between complex and simple words in Hindi
text. The differences in languages, such as the presence
of consonant conjuncts in Hindi words, imply a need to
study the effect of such features on the lexical com-
plexity of sentences. Therefore it is essential to create
language-specific resources specifically for Hindi text
simplification.
We identified the following research objectives of our
study:

• To study the annotations obtained from annotation
tasks conducted to identify complex words in a
given Hindi sentence

• To create a dataset that can be used for automatic
labeling of words as simple or complex

• To build a model on the dataset and subsequently
test it using annotations obtained from annotators
with varying levels of exposure to Hindi

We extracted sentences from a corpus of Hindi text
consisting of novels and short stories spanning over
a hundred years (Venugopal-Wairagade et al., 2020).
One hundred native and non-native annotators anno-
tated the sentences. We cleaned the data and thus ac-
quired and created a dataset consisting of feature val-
ues of the annotated words and their synonyms. The
dataset consists of a binary label, wherein 1 indicates
complex and 0 indicates simple. It also contains each
word’s ’simplicity’ value, ranging from 1 (complex)
to 5 (simple). The dataset can be used further for
classification-based approaches to complex word iden-
tification. The main challenge we faced was the sub-
jective nature of the problem, as the complexity or in-
comprehensibility of a word is closely linked with the
vocabulary of the reader and their familiarity with the
word. Therefore we have attempted to include readers
familiar with a diverse set of languages besides Hindi
to replicate a real-world scenario wherein readers with
varying vocabulary skills would consume the content.
However, it must be noted that since there are common
shared Sanskrit words in certain Indian languages, non-
native Hindi speakers may be familiar with these shared
words as well. Hence, it is possible that a non-native
speaker of Hindi may be equally or more proficient in
the language.
This paper reports the details and results of the annota-
tion tasks conducted to collect data to create the dataset.
We also present the results of tests conducted to deter-
mine the model’s performance trained on the dataset
for annotations obtained from different subsets of an-
notators. The main contributions of this work are listed
below:

• A dataset for complex word identification in Hindi
text

• Sense-based normalization of features. The fea-
ture values were normalized by considering only
the target word and its synonyms instead of in-
cluding the feature values of all the words in the
dataset, thus avoiding the comparison of values of
the target word with those of unrelated words.

• Performance analysis of classifier trained on the
dataset, for different categories of readers

2. Related Work
This section consists of the details of lexical simpli-
fication datasets created in different languages. One
of the earliest works on automatic lexical simplifica-
tion datasets was SemEval-2007 Task 10: English Lex-
ical Substitution Task (McCarthy and Navigli, 2009).
In this task, native English-speaking annotators sub-
stituted a given target word with a simpler alternative.
However, the focus of this task was not modeling the
complex word identification process, and we believe
that the absence of non-native speakers in the task may
have introduced a bias. As part of SemEval-2012 Task
1: English Lexical Simplification(Specia et al., 2012),
non-native English speakers annotated the corpus used
in McCarthy and Navigli (2009). Here, the annotators
were asked to rank the substitute words for the given set
of target words present in the dataset used in SemEval-
2007 Task 10: English Lexical Substitution Task. This
task too focused on generating substitute candidates for
a given target word. SemEval 2016 Task 11: Complex
Word Identification focused on the problem of complex
word identification (Paetzold and Specia, 2016b). The
researchers annotated the dataset with the help of 400
non-native English-speaking annotators. The objective
of the task was to annotate at the most one complex
word in a given sentence. Here, 20 people annotated
each sentence in the training set, whereas only one an-
notator annotated each sentence in the test set, which
could have introduced bias in the test set. In the Com-
plex Word Identification Shared Task 2018 (Yimam et
al., 2018), native as well as non-native annotators par-
ticipated in the study, and the languages in focus were
English, German, Spanish and French. The dataset for
this task was named CWIG3G2 and was created by
Yimam et al. (2017b). They modeled complex word
identification as a binary classification task and a prob-
abilistic classification task, wherein the annotators as-
signed the probability of the given target word as com-
plex. 134 native and 47 non-native annotators partic-
ipated in the process. The organizers asked the anno-
tators to assume that the target readers were children,
readers with language impairments, or learners of the
language, i.e., they focused on assumed complexity.
Maddela and Xu (2018) created a dataset for a neu-
ral readability ranking model. They chose the most
frequent 15,000 English words from the Google 1T
Ngram Corpus (Brants, 2006). 11 non-native English
speakers annotated the words on a 6-point Likert scale
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(Likert, 1932). In order to ensure the quality of anno-
tations, they calculated the Pearson’s correlation coef-
ficient between an annotator’s annotation and the av-
erage of the annotations given by the rest of the anno-
tators and used only the correlated words. The final
rating was the average of the ratings received by each
word.
Shardlow et al. (2021) created two datasets - CompLex
1.0 and Complex 2.0. CompLex 1.0 consists of data
annotated by their complexity level, whereas CompLex
2.0 is an improvement as it consists of more instances
and more annotations for each instance. This dataset
consists of English text from the Bible, Europarl (Euro-
pean Parliament proceedings), and Biomedical articles.
They used a 5-point Likert scale depicting complexity
to annotate each word. Similar to the process followed
by Maddela and Xu (2018), they ensured the quality
of annotations by calculating the correlation between
the annotation assigned by an annotator to a word with
the average annotations it received. They also calcu-
lated the correlation between the annotations received
by the word and its frequency. The complexity value
assigned to a word was a normalized average of its an-
notations. They assumed that there should be a corre-
lation between an annotator’s annotation and the aver-
age of the annotations made by the other annotators.
However, since the problem of complex word identifi-
cation is extremely subjective, we are unsure whether
we should compare the annotations or expect a high
inter-annotator agreement. They assigned a complex-
ity value that was normalized across the annotations.
However, since the annotators were not provided with
a list of word synonyms, they could not comprehend it.
Hence we are unsure whether the complexity value pro-
vided by an annotator was a judgment based on com-
parison with the familiarity of other unrelated words
or a judgment based on the familiarity of other related,
i.e., synonymous words.
Besides these datasets, there are various other datasets
that consist of target complex words and their simpler
substitutions, such as LSeval (De Belder and Moens,
2012) LexMTurk (Horn et al., 2014), BenchLS (Paet-
zold and Specia, 2016a), CW Corpus (Shardlow, 2013)
for English, SNOW E4 (Kajiwara and Yamamoto,
2015) for Japanese, and SIMPLEX-PB for Portuguese
(Hartmann et al., 2018).
Our observations of the datasets and the description of
the annotation processes carried out by the studies men-
tioned in this section are that the complex word was
predetermined in many of the annotation tasks, and the
annotator was required to rank its simpler substitutes.
In a few cases, the annotators were native speakers or
were asked to annotate by making assumptions about
the target readers. Our work is motivated by the obser-
vation that there is no dataset for lexical simplification
or complex word identification for the Hindi language,
and a dataset with lexical features of words is not read-
ily available.

The objective of our study was to conduct an annotation
task, analyze the annotations, and create a dataset that
could be used for identifying complex words in a given
Hindi text. The need for a new dataset is also justified
owing to the differences in languages. Also, since no
such study exists that correlates the frequency of a word
with its complexity in Hindi texts, we cannot assume
frequency to be a relevant feature.

3. Dataset Creation and Evaluation
We addressed the objectives mentioned in the introduc-
tion section by asking the following questions:

• Objective 1: To study the annotations obtained
from annotation tasks conducted to identify com-
plex words in a given Hindi sentence.

– RQ1: Is there any difference between the na-
tive language of an annotator and the lan-
guage that they were most comfortable read-
ing?

– RQ2: Is there any relationship between the
language that an annotator was most com-
fortable with and the region’s official lan-
guage in which they spent the maximum
number of years?

– RQ3: Is the lemma of a word considered to
be simpler than a morphological variant of
the word?

• Objective 2: To create a dataset that can be used
for automatic labeling of words as simple or com-
plex

– RQ4: Is there a significant difference be-
tween the values of features of words labeled
as complex and that of words labeled as sim-
ple?

• Objective 3: To train a classifier on the dataset and
subsequently test it using annotations obtained
from annotators with varying levels of exposure
to Hindi

– RQ5: Is there a difference in the performance
of the model w.r.t. test data created from an-
notations obtained from categories of users
formed based on the following criteria?

* Native language

* Hindi being the language that they were
most comfortable with

* Years of academic training in Hindi

* Self-identified gender

The following subsections contain a description of the
tasks performed in order to find answers to the research
questions.
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3.1. Annotation Tasks
3.1.1. Annotators
Our first objective was to conduct an annotation task to
create a labeled dataset and study the annotations ob-
tained from these tasks. We recruited 100 annotators
of Indian origin, with ages in the range of 18-30 years,
who have studied Hindi as part of their school curricu-
lum. Annotators consisted of university students as
well as working professionals. However, we did not
evaluate the annotators for language proficiency as we
did not target a group based on language proficiency.
Our objective was to understand how simplification
varies according to varying exposure to the language.
The average age of the annotators was 19.66, with a
standard deviation of 2.775. 43 annotators identified
themselves as females, whereas 57 annotators identi-
fied as males. The annotators also mentioned their na-
tive language. Based on this information, we divided
the annotators into 20 groups, wherein each group con-
sisted of 5 annotators. Groups 1-10 consisted of non-
native annotators, whereas groups 11-20 consisted of
native annotators.

3.1.2. Data for Annotation
We used anesthetics corpus (Venugopal-Wairagade et
al., 2020) for our experimentation. The corpus con-
sists of novels and stories available at http://
hindisamay.com, an e-library that is developed and
maintained by Mahatma Gandhi Antarrashtriya Hindi
Vishwa Vidyalaya (translated to Mahatma Gandhi
International Hindi University), Wardha, http://
premchand.co.in, a website dedicated to the leg-
endary Hindi novelist Premchand, and Bhandarkar Ori-
ental Research Institute’s Digital Library (http://
borilib.com). We used 978 articles from these
sources. We also scraped Twitter for sentences. We
split the text into sentences and tokenized them further
after removing English words, special characters, and
Latin numbers. We created 20 sets of 100 sentences,
wherein each set was presented to one group of anno-
tators. There were 10 common sentences in each set
extracted from Twitter. Our objective was to study the
simplification requirements of words used in texts such
as novels, short stories, and biographies; therefore, we
did not consider texts from other domains such as his-
tory, law, technology, etc.

3.1.3. Annotation Tasks
We developed an online system for the annotation
tasks. The annotation process was divided into two
tasks, wherein Task 1 was used to obtain the words
whose meanings the annotator could not understand,
and Task 2 was used to obtain the complexity level of
the word and its synonyms. Finally, we designed Task 2
in order to obtain a complexity value of the target word
that can be compared with that of its potential substi-
tutes.
Therefore each annotator annotated maximum 100 sen-
tences in Task 1. The 5 annotators in a group were

presented with the same set of sentences. They were
required to highlight the word/s in a sentence whose
meaning they could not understand. The annotators
were not allowed to select multi-word expressions in
Task 1. Therefore, an annotator did not need to anno-
tate each sentence, i.e., if they understood the mean-
ings of the words, they would not mark any word as
complex.
Task 2 consisted of a list of words containing the
lemma of the word highlighted as complex in Task 1,
and all its synonyms extracted from the Hindi WordNet
(Bhattacharyya et al., 2008). The annotators were re-
quired to rate each of these words using emojis. How-
ever, we did not use relative rating to avoid confu-
sion and cognitive load if a word has many synonyms.
There were 5 emojis on the rating scale, ranging from
angry to happy, where angry indicated complex words
and happy indicated simple words. A word with a rat-
ing less than or equal to 3 was considered complex.
We included this task as it seemed intuitive to com-
pare a word with its synonyms instead of with unrelated
words.

3.2. Dataset
The distribution of annotations obtained from Task 1,
can be seen in Figure 1. We observed that out of the
4,599 annotated words, the number of words for which
all the annotators in a group of 5 annotators agreed
was 109, i.e., lower than 5%, whereas the number of
words for which there was no agreement was 2321, i.e.,
approximately 50%, indicating a low inter-annotator
agreement.

Figure 1: Distribution of 4599 words with respect to
the number of annotators who agreed on a word being
complex in Task 1

Figure 2 contains the description of the data obtained
from Task 2. The annotation software presented the
annotators with the word that they annotated as com-
plex in task 1, along with the word’s synonyms. They
were required to rank the complexity of each word in
this list. Since these ranked words also consisted of
numbers, we cleaned the data by removing digits. We
observed that annotators ranked the same word multi-
ple times. Therefore we moved the duplicate instances
by keeping only the first instance. We then selected

http://hindisamay.com
http://hindisamay.com
http://premchand.co.in
http://premchand.co.in
http://borilib.com
http://borilib.com
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only those words ranked by at least two annotators, as
the label of a word was decided based on the average
rank assigned to the word. Since the dataset consisted
of corpus frequency as one of the features, we chose
only those words that were present in our corpus. The
annotators ranked 68,107 words. 52.1% words were
assigned a rank of three or less, thus indicating that the
words were complex, and 47.9% were assigned a rank
greater than 3, indicating that the words were simple.
After removing digits, duplicate instances, and words
not present in the corpus, the dataset consisted of 7,321
words.

Figure 2: Process of filtering data for creating the
dataset

We assigned a label of 1 to a sample if the average rank
assigned to the word in Task 2, was less than or equal to
3, and 0, otherwise. The dataset contained 4,365 simple
words and 2,956 complex words.

3.3. Classifier
We built a classifier that was trained on 5,111 records
containing 40% complex words and 60% simple words.
The classifier used a soft voting method that derived its
prediction from multiple models such as random forest,
ada boost, extra trees, XG boost, and gradient boosting.
In order to answer RQ5, we created separate test sets
that contained words ranked (in Task 2) by different
categories of annotators. The categories were:

• native annotators

• non-native annotators

• annotators who were more comfortable with
Hindi as compared to other known languages

• annotators who were comfortable with other
known languages than with Hindi

• annotators who had high academic training

• annotators who had low academic training

• male annotators

• female annotators

Here, the years of academic training ranged from 1 to
16. We encoded it as a binary variable, which could be
either high or low. A value less than 9 was considered
low, and a value greater than eight was considered high.

4. Results and Discussion
This section contains the observations made with re-
spect to the data collection as part of the annotation
study, and the performance of a classifier on different
types of datasets.
This section is divided into four subsections:

• Annotation tasks analysis that addresses RQs 1, 2
and 3

• Dataset, that contains an analysis of the values of
features used in the dataset, which would lead us
to the answer to RQ4

• Classifier Evaluation, that consists of the results of
the tests performed on specialised subsets of the
dataset, thus addressing RQ5

• Other Observations

4.1. Annotation Tasks
RQ1: Is there any difference between the native lan-
guage of an annotator and the language that they were
most comfortable reading?
72% annotators were more comfortable reading text
of a language that was not their native language. Out
of these, 93.05% annotators chose English as the lan-
guage that they were most comfortable reading owing
to the prevalence of the language in schools, universi-
ties and daily routine. We also observed that 70% of
the annotators whose native language was Hindi, did
not choose Hindi as the language they were most com-
fortable reading.
RQ2: Is there any relationship between the language
that an annotator was most comfortable with and the
official language of the region in which they spent the
maximum number of years?
66% annotators chose English as the language they
were most comfortable reading. However, 24% an-
notators chose the official language of the region they
resided in, for the maximum number of years, which
indicates that the region in which a person spends the
maximum amount of time may have an influence on
their language preferences.
RQ3: Is the lemma of a word considered to be simpler
than a morphological variant of the word?
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8,744 words were marked as complex in Task 1. The
number of words that were marked as complex in Task
1 where the word was not in its lemmatised form, but
was ranked simple in Task 2, where the word was
present in its lemmatised form, was 2,424. A low pro-
portion of 27.72% indicates that the word being its lem-
matised form may not have had a significant effect on
its perceived complexity.
We found that 70% of the 50 native speakers speci-
fied a language other than Hindi as the language they
were most comfortable with. English, is considered
the global lingua franca (Smokotin et al., 2014; House,
2014), was a common preference among many anno-
tators. Since Hindi or a non-Hindi native language
is overpowered by the use of English, specifically in
an academic setting, many annotators were more com-
fortable in English. Around one-fourth of the anno-
tators chose the region’s official language as the lan-
guage they were most comfortable with, although that
was not their native language. Therefore even though
we had native Hindi speakers as annotators, we could
not assume that they were proficient in Hindi. Simi-
larly, some annotators were non-native speakers who
have studied Hindi for over eight years. With respect
to annotations, the number of sentences annotated by
non-native annotators was more. However, the aver-
age number of sentences annotated by a native anno-
tator was more than the average number of sentences
annotated by a non-native annotator. The average num-
ber of annotations across native as well as non-native
speakers is comparable, which once again indicates the
subjective and hard nature of the problem. Owing to
these factors, we obtained a low inter-annotator agree-
ment, which is also visible in Figure 1. Previous stud-
ies (Paetzold and Specia, 2016b) have also mentioned
this observation wherein the non-native annotators had
diverse linguistic backgrounds.
We observed no relationship between the annotators’
number of years of academic training in Hindi and the
number of words they annotated. However, regular
readers of Hindi annotated fewer words than annota-
tors who did not read Hindi content very often. There-
fore we infer that reading habits may be a strong factor
in identifying familiarity with the language instead of
academic training.
We also found that in a context agnostic scenario, the
complexity of a word does not change significantly
when it is presented in its lemmatized form. Therefore
we cannot assume that the morphological variation of
a word should be considered as different from the word
itself in such a scenario. However, the role of mor-
phological variation in identifying complex words in a
context-sensitive scenario needs to be explored further.

4.2. Dataset
RQ4: Is there a significant difference between the val-
ues of features of words labeled as complex and that of
words labeled as simple?

Table 4.2 contains the mean and standard deviation
(S.D.) of the features of the words labeled as simple and
the words labeled as complex. Since the data were not
normally distributed, we performed the Mann-Whitney
U test (Mann and Whitney, 1947) to determine whether
there is a significant difference among the values of
each feature in both the categories, i.e., simple words
and complex words. We observed that the differences
in the values of all the features were statistically signifi-
cant, with a p-value of 0.00. Since the differences were
significant, this indicates that the features that were in-
cluded as part of the dataset can be used to differentiate
between simple and complex words.

Features Mean S.D.

Simple Complex Simple Complex

Word Length 0.38 0.49 0.27 0.27
#Synsets 0.28 0.18 0.35 0.28
#Synonyms 0.33 0.26 0.32 0.29
#Consonants 0.38 0.49 0.3 0.29
#Vowels 0.43 0.52 0.29 0.29
#Hypernyms 0.26 0.52 0.33 0.29
#Hyponyms 0.23 0.15 0.34 0.29
#Consonant 0.23 0.31 0.35 0.37
Conjuncts
#Syllables 0.40 0.50 0.31 0.30
Lemma Frequency 0.15 0.03 0.27 0.12

Table 1: Mean and standard deviation of the values of
features of simple and complex words in the dataset

While creating the dataset, we used minmax nor-
malisation based on the feature values of the target
word’s senses. Therefore the dataset is expected to
closely model the real world scenario wherein a word
is compared with related words as opposed to unrelated
words. We calculated the average values of features
and compared the values of words labelled as complex
and those labelled as simple. We observed that val-
ues of features of complex words, such as length and
others were slightly larger than that of words labelled
as simple, and vice-versa for frequency, thus aligning
with the observations from previous studies (Kauchak,
2016; Quijada and Medero, 2016).

4.3. Classifier Evaluation
RQ5: Is there a difference in the performance of the
model w.r.t. test data created from annotations obtained
from categories of users formed based on the following
criteria?

• Native language

• Hindi being the language that they were most
comfortable with

• Years of academic training in Hindi

• Self-identified gender

The performance of the classifier on different spe-
cialised datasets have been reported in Table 2.
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Type of Dataset AUC Score F1 Score % Complex Words % Simple Words
Native Speakers 0.668 0.528 55.88 44.12
Non-Native Speakers 0.601 0.449 57.26 42.74
Annotators most comfortable 0.699 0.581 54.59 45.41
with Hindi
Annotators most comfortable 0.650 0.548 54.27 45.73
with another language
Annotators with high academic training 0.737 0.677 52.15 47.85
Annotators with low academic training 0.656 0.525 55.54 44.46
Female Annotators 0.709 0.611 53.71 46.29
Male Annotators 0.657 0.563 53.83 46.17

Table 2: Performance of the classifier on different types of datasets and the distribution of complex and simple
words in each type of dataset

We evaluated the model using AUC and F1 scores.
Though the model was not heavily biased towards an
annotator category, we noticed that the scores were bet-
ter for native speakers, annotators who were more com-
fortable with Hindi over other languages, annotators
with high academic training, and female annotators.
Although we divided the annotators into equal propor-
tions of native and non-native speakers, we noticed that
the native annotators’ test set achieved slightly bet-
ter performance than the non-native annotators’ test
set. This could be related to another observation that
the inter-annotator agreement of the native speakers’
group (0.193) was slightly more than that of the non-
native annotators’ group (0.179). The agreement values
were obtained by calculating Krippendorff’s alpha for
the ten sentences that were assigned to each annotator.
(Krippendorff, 2011) Therefore, the predictions of the
ranks assigned by native annotators are more accurate
than those of the ranks assigned by non-native annota-
tors. We found similar results for the other groups, i.e.,
the group of annotators most comfortable with Hindi
had a slightly better agreement coefficient (0.381) than
the group of annotators who did not choose Hindi as
their most comfortable language (0.158). Similarly, the
agreement coefficient value of the annotators who were
highly trained in Hindi (0.207) was better than the an-
notators who were not highly trained in Hindi (0.145).
However, although the model performed better for an-
notations by female annotators, the difference between
the inter-annotator agreement values of female anno-
tators (0.189) and male annotators (0.187) was not sig-
nificant. Therefore we cannot attribute the difference in
the performance of models to the inter-annotator agree-
ment values.

4.4. Other Observations
This subsection lists significant observations with re-
spect to annotations that have not been mentioned in
the previous subsections.

• The inter-annotator agreement of the native and
non-native groups, calculated using Krippen-
dorff’s alpha (Krippendorff, 2011), were 0.2421

and 0.1143, leading to an average of 0.1782. This
value was expected to be low due to the annota-
tors’ diverse backgrounds and vocabulary.

• 5,213 sentences were annotated, non-native an-
notators annotated 2,768 sentences, and native
readers annotated 2,445 sentences. On average,
55.36 sentences were annotated by non-native
readers, and native readers annotated 98.82 sen-
tences. This contradicts the assumption that native
readers would find the text more comprehensible
than non-native readers.

• The total number of words annotated by the na-
tive annotators was 3,911, whereas that annotated
by non-native annotators was 4,645. Although the
minimum number of annotations belongs to the
group with native annotators, the range of annota-
tions is comparable across both types of groups –
215 for the native annotators and 195 for the non-
native annotators. The average number of anno-
tations made by non-native annotators was 84.82,
whereas that made by native annotators was 86.3,
suggesting similar vocabulary limitations among
both groups.

• There was no correlation between the total num-
ber of words annotated in task 1 and the age of the
annotators (r = -0.121).

• The average number of annotations made by an-
notators who identified themselves as females was
86.233, whereas those who identified themselves
as males, was 85.228.

• Annotators who read content in Hindi daily an-
notated an average of 78.67 words, whereas an-
notators who did not read content in Hindi daily
annotated an average of 86.61 words.

• There was no significant relationship between the
number of years spent studying in Hindi as part
of the school curriculum and the number of words
annotated as complex in task 1 (r = 0.203).
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The study’s objective was to create a resource for com-
plex word identification in Hindi text. As the first
step, we aimed to conduct an annotation task to cre-
ate a dataset containing words labeled as complex or
simple, based on lexical and semantic features and the
word’s frequency. We hired native and non-native an-
notators, where native annotator refers to a person who
learned to speak the language of the place where he
or she was born as a child rather than learning it as a
foreign language. We found that the problem of com-
plex word identification is hard owing to the varying
exposure of individuals to the language. We also found
that the years of academic training in a language may
not be relied upon solely in determining an individual’s
familiarity with words in the language, although regu-
lar reading could be a significant factor in improving
the vocabulary. We also noticed these variations in the
classifier’s performance that was tested using different
specialized datasets. We also observed that the values
of features included in the dataset were significantly
different for simple and complex words, thus justify-
ing the inclusion of the features in the dataset.

5. Conclusion

We present a dataset for context-agnostic complex
word identification in Hindi. The dataset contained
7321 words and was annotated by 100 annotators. Our
goal was to create the dataset and understand differ-
ent users’ perceptions of complex words. Our analysis
shows that in an Indian context, where there are numer-
ous regional languages, the native language of a person
may not be their language of preference. The preferred
language may depend on the language spoken in the re-
gion they spent the maximum number of years in, not
solely on the years of academic training in a particu-
lar language. We observed a notable difference among
the feature values of a simple and complex word, in-
dicating the need to explore the role of these features.
We also designed a model based on normalized features
relative to the target word and its synonyms. The pre-
dictions of the model were derived from tree-based en-
semble models. Our model analysis shows that though
there is no heavy bias towards a specific category of
users, there are notable differences among different cat-
egories. We found that categories of users who were
more familiar with the language with respect to its use
in their daily lives had slightly better agreement val-
ues, and therefore the test sets created by collating the
annotations of these annotators gave a slightly better
performance as compared to the annotations obtained
from their counterparts in each category.

The dataset is freely available at https://zenodo.
org/record/5229160 and can be used further to
create a lexical simplification system that would dis-
play recommendations of simpler words given a com-
plex word.
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