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Abstract
A new data set is gathered from a Romanian financial news website for the duration of four years. It is further refined to
extract only information related to one company by selecting only paragraphs and even sentences that referred to it. The
relation between the extracted sentiment scores of the texts and the stock prices from the corresponding dates is investigated
using various approaches like the lexicon-based Vader tool, Financial BERT, as well as Transformer-based models. Automated
translation is used, since some models could be only applied for texts in English. It is encouraging that all models, be that they
are applied to Romanian or English texts, indicate a correlation between the sentiment scores and the increase or decrease of

the stock closing prices.
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1. Introduction

The prediction of the stock prices and, more recently,
the one of the cryptocurrencies, represents an important
challenge for economists and machine learning scien-
tists. The efforts are generally focused on designing
models that identify specific patterns that determine the
changes in the stock price market and accordingly pre-
dict the value for the next hour, day, month or even
year. The prediction is performed for each company
separately and, at a time ¢, it is often based on the price
stock from the previous N days, as well as for the num-
ber of transactions that were achieved, the amount of
shares, the minimum and maximum prices for them in
that period, the opening price and so on (Rouf et al.,
2021; | Gandhmal and Kumar, 2019; Shah et al., 2019).

Relying the prediction only on previous information
about the transactions of stocks is clearly not enough.
A model that seems to perform well for the stocks of
a certain company for predicting its closing price for
a period of time does not lead to similarly good out-
puts on a different time frame. Additionally, a model
that appears to be suitable for one company lead to
modest results for a different one. In conclusion, de-
signing a model that is based only on numerical infor-
mation about transactions resembles to a Sisyphean ef-
fort. In the current work, we focus on only one com-
pany and we analyse the information that appears in
the press regarding that company for verifying the sen-
timents extracted from the texts and the closing prices
of the company. Plus, we use texts in Romanian, fact
that further complicates the task, since most of the tools
for sentiment analysis are dedicated to the English lan-
guage and the options for Romanian are rather scarce.
The current study represents a work in progress, since
herein we analyse the sentiment from texts and only
verify whether it is correlated to the closing price for

the shares of that stock, without further applying any
model for time series prediction with the aim for in-
dicating future values for the closing price. Still, the
found results demonstrate that the sentiment scores are
correlated with the stock closing price, fact that en-
courages us to further investigate means of using the
extracted sentiment scores for empowering prediction
models with such information and later help users de-
cide major buy or sell actions.

2. Previous Work

The use of information based of statistics from previous
data for determining next closing price for stocks repre-
sents a field that has been thoroughly researched, some-
times with encouraging results, but most of the time the
overall conclusion was that such data is not enough for
reaching informed decisions regarding whether to buy
or sell shares (Rouf et al., 2021; |Gandhmal and Ku-
mar, 2019; [Shah et al., 2019). One previous such study
where developed models were applied on a dataset
from the Romanian stock exchange is presented in
(Stoean et al., 2019). However, this is not the goal of
the current article, therefore, the focus will be set of
the extraction of sentiment scores from articles. The
aim herein is to evaluate if such information related
to sentiment scores from articles, extracted from text
translated from Romanian to English, can be correlated
with the changes in the stock price of a company.

There are many studies that have the goal to predict
stock prices based on the sentiments extracted from
related news. However, most of the works are based
on texts written in the English language. In (Wan et
al., 2021), 87 companies are watched in the period
2007-2013, by following news articles from Reuters.
The propagation of sentiments extracted via NLP tech-
niques is evaluated with respect to stock price and
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volatility. The study (Nemes and Kiss, 2021) applies
several tools like BERT, VADER, TextBlob, and a Re-
current Neural Network on headlines of economic news
and afterwards compares the sentiment outputs with
the stock price moves. In another work (Kollintza-
Kyriakoulia et al., 2018]), positive and negative opin-
ions from Twitter posts related to five companies on
the US market have been correlated with their histori-
cal price movement for 4 months of 2015 by means of
symbolic aggregate approximation and dynamic time

warping.

The use of sentiment analysis extracted from news
for stock price prediction when dealing with non-
English languages is rather limited. In fact, it is
hard to find large annotated corpora for non-English
languages in general, hence the extraction of senti-
ment in general (mainly associated with social media)
from non-English texts is relatively scarce, but there
are some entries. For instance, |Agliero-Torales et al.
(2021) presents an excellent survey of deep learning
approaches for multilingual sentiment analysis from
social media. There are also tools that have a direct in-
teraction with English for reaching the sentiment scores
associated to the texts. One such example is (Kaity and
Balakrishnan, 2019), where words are extracted from
an Arabic corpus and polarity scores are searched for
them in an English lexicon, forming this way an Arabic
lexicon. Another work (Barriere and Balahur, 2020)
pre-trains a multilingual transformer model on English
tweets and uses data-augmentation via automatic trans-
lation for making the approach suitable for non-English
languages. The experiments on French, Spanish, Ger-
man and Italian proved to be efficient, according to the
authors. In (L1 et al., 2020)), four sentiment dictionaries
are tried together with a LSTM model that also incor-
porates technical indicators for the Hong Kong stock
market and the one that led to the most accurate results
is the domain specific Loughran-McDonald financial
dictionary.

In a previous attempt to use data from the same source
as in the current work, the study (Stoean and Lichtblau,
2021)) puts forward a method that uses chaos game rep-
resentation to encode text into grayscale images and
then uses the obtained representations with a neural
network to link them with the sentiments of the initial
articles. The approach was previously used with suc-
cess for authorship attribution (Lichtblau and Stoean,
2018 [Stoean and Lichtblau, 2020), where the authors
of the texts were connected to the images that encoded
their texts. For having ground truth scores for the sen-
timents in the articles, automated translation was used
and then Vader was used for getting positive, negative,
neutral and compound values. The approach involving
chaos game representation was applied directly on the
texts in Romanian and the results compared favourably
with the results provided by Vader.
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Figure 1: Closing prices for Transilvania Bank for

the entire period, on the top plot, and the number of
paragraphs about the companies that are extracted over
time, on the bottom plot.

3. Dataset Acquisition

The dataset is gathered from the online version of the
newspaper Bursa which can be accessed at bursa.ro.
All articles from January 5, 2015 until April 25, 2019
were gathered, which led to 39731 distinct items. Out
of these, we decided to focus on only one company,
Transilvania Bank, which has been ranked first in Ro-
mania since 2018 till present, based on the bank as-
sets. The aim on the long term is to find proper means
to correlate the news findings with the changes in the
stock prices and accordingly to be able to anticipate
such fluctuations. In this sense, for tracking the con-
nection between prices and related news, we decided
to extract information related to a specific company.

The selection of the relevant articles was straightfor-
ward, since we filtered only the articles that contained
at least one occurrence of the text "Banca Transilvania”
(in English, ”Transilvania Bank™). This led to 1732 ar-
ticles, which represents 4.36% of the initial dataset.

In a subsequent reading of several random articles from
the obtained dataset, we noticed that many of these
texts contained data about several companies, includ-
ing Transilvania Bank. Moreover, the statements con-
nected to the different companies often had distinct,
even contradictory sentiments. Accordingly, we re-
duced the texts to the paragraphs in which the specific
string appeared. Some of the articles have several para-
graphs containing the given term, hence, although the
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size of each separate text is substantially reduced, the
number of instances is now 2519. Their sizes vary from
a minimum of 52 characters to a maximum of 2058,
while having an average of 394.

In an attempt to being even more restrictive and have
the sentiment more precisely connected to the stock of
the company, we alternatively reduced the paragraphs
to sentences. For these, the same minimum size as for
paragraphs is maintained, but the maximum is of 1455
characters, while the average is decreased to 219 char-
acters.

Figure[T]illustrates the changes in the stock price for the
entire period in which the news articles are collected, as
well as the number of paragraphs related to the compa-
nies that are used in the current study.

4. Experiments

We use several different approaches for extracting sen-
timent scores from the texts in our dataset. Since the
data is not annotated with sentiment, we use external
resources in order to infer the sentiment in texts, in-
cluding sentiment lexicons, pre-trained models, as well
as an additional annotated dataset.

4.1. Methods for Sentiment Analysis

Since most available resources are developed for En-
glish, we include approaches where we first translate
the Romanian texts in our dataset into English using
the deep_translator library, version 1.4.4 in Python,
then compute sentiment scores on the English texts
in order to infer the sentiment in the original Roma-
nian texts. Finally, we also include a metric which can
be applied directly on the Romanian texts, relying on
transfer learning from an external corpus of Romanian
texts annotated for opinion mining.

4.1.1. Lexicon-based sentiment scores

From NLTK library (Bird et al., 2009), the Vader
(Valence Aware Dictionary and sEntiment Reasoner)
(Hutto and Gilbert, 2014) tool is next used for extract-
ing scores for the texts in English. It is a rule-based
sentiment analyzer that uses lexical features labeled as
positive or negative to calculate sentiment score for the
whole text. The model was particularly designed for
social media. Vader outputs 4 different scores, i.e. pos-
itive, negative, neutral and compound. While for the
first three the values are within the interval [0, 1], the
scores of the latter are in [-1, 1]. Figure |Z| illustrates
histograms for the positive, negative, neutral and com-
pound scores. Two samples of paragraphs in Romanian
and English, beside their compound values, are illus-
trated in Table [T} The samples are chosen to illustrate
an example of a positive sentiment and one labeled as
negative by the compound score.

4.1.2. Financial BERT
Neural network architectures based on Transformers
(Vaswanti et al., 2017) have sparkled great interest in
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Figure 2: Histogram for the values of the positive,
negative, neutral and compound scores obtained using
Vader.

the field of Natural Language Processing, by provid-
ing state-of-the-art results on a large variety of tasks.
Among these architectures, the most notable ones are
the models trained on large corpora in a self-supervised
manner, using techniques such as Masked-Language
Modeling and Next Sentence Prediction. Using the
pre-trained weights and the knowledge about language
patterns, inferred from the large datasets, these mod-
els can be then fine-tuned on downstream tasks, us-
ing reasonably-sized corpora and they can display great
performance. One such model is BERT (Devlin et al.,
2018).

In order to provide sentiment scores for the paragraphs
and sentences that were translated into English from
our dataset, we employ a BERT-based model that was
fine-tuned for the task of sentiment analysis on finan-
cial texts (FInBERT) (Araci, 2019). The model’s im-
plementation and its weights were acquired through the
Huggingface library (Wolf et al., 2019). As the last
layer of the architecture, a classification head is pro-
vided, that can be used to estimate the confidence that
a given text is attributed a positive, neutral or negative
sentiment. The confidence values are positive numbers
that add up to 1, so they can be used as percentages.

In terms of pre-processing, we tokenize our English
texts using a BERT-specific tokenizer and we limited
the length of the token sequences to 300. If for a text
the number of tokens exceeds this limit, we only keep
the first 300 and truncate the rest. Special tokens for the
beginning and the end of the sequence are also added.
This limit is large enough for almost all of our para-
graphs and sentences (Figures [3|and ). Using the pre-
dictions made by the FinBERT model, we provide for
each text a sentiment score equal to the difference be-
tween the confidence for the positive class and the con-
fidence for the negative class, such that very positive
examples will be scored with a value close to 1, while
very negative examples will approach the value —1.
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Paragraph in Romanian

Paragraph in English

Compound

In timp ce bancile straine se retrag din Roma-
nia sau sunt cumparate, o banca romaneasca,
Banca Transilvania, se dezvolta atat in tara cat
si in strainatate. Dupa preluarea Volksbank,
BT are planuri sa se extinda in Italia, unde
exista o comunitate puternica de romani, da-
torita succesului inregistrat de sucursala de-
schisa exact in urma cu un an, la Roma. Ast-
fel, de la inaugurarea operatiunilor sucursalei
BT din Roma si pana in prezent, aceasta a
reusit sa atraga un numar de 1.200 de clienti,
care au 1.000 de carduri si 100 de depozite,
conform datelor furnizate de banca. Numarul
transferurilor depaseste 300/luna iar tendinta
este de crestere accentuata, dat fiind faptul ca,
din noiembrie 2014, BT Italia a devenit mem-
bra SEPA, asa incat BT realizeaza incasari
si plati in euro in conditii foarte avantajoase
pentru clienti, precizeaza banca. De aseme-
nea, Banca Transilvania - Sucursala Italia este
in curs de implementare a produselor de cred-
itare pentru romanii care locuiesc si lucreaza
in Italia. Estimarea este ca in primul trimestru
al acestui an vor fi acordate primele credite.

While foreign banks withdraw from Roma-
nia or are bought, a Romanian bank, Banca
Transilvania, is developing both in the coun-
try and abroad. After taking over Volksbank,
BT plans to expand in Italy, where there is a
strong Romanian community, due to the suc-
cess of the branch opened exactly one year
ago in Rome. Thus, since the inauguration
of the BT branch operations in Rome and un-
til now, it has managed to attract a number
of 1,200 customers, who have 1,000 cards
and 100 deposits, according to the data pro-
vided by the bank. The number of transfers
exceeds 300 / month and the trend is accen-
tuated, given the fact that, since November
2014, BT Italia has become a SEPA member,
so BT makes receipts and payments in eu-
ros in very advantageous conditions for cus-
tomers, says the bank. Also, Banca Transilva-
nia - Italy Branch is in the process of imple-
menting credit products for Romanians living
and working in Italy. The estimate is that in
the first quarter of this year the first loans will
be granted.

0.957

Loviturd pentru cei cu credite in franci, dupa
ce cursul BNR a crescut ieri cu peste 15%
pand la 4,33 lei pentru un franc. Socul survine
dupd ce Banca Elvetiei a renuntat la pragul
de cotare de 1,20 euro pentru un franc. Circa
150.000 de romani mai au de returnat bancilor
echivalentul a aproape 10 miliarde lei. Dupa
ce banca centrald a Elvetiei a renuntat la
pragul minim de 1,2 franci pe euro, francul
elvetian a sdrit practic in aer. Ieri la pranz,
timp de cateva zeci de minute, mai multe
banci comerciale au afisat un curs peste 5
lei pentru un franc elvetian. Leumi Bank,
Banca Transilvania si Bancpost au afisat cur-
suri peste 5 lei pentru un franc, ultima din-
tre ele stabilind la un moment dat un curs de
schimb de 6,5 lei/franc elvetian.

A blow for those with loans in francs, after
the BNR exchange rate increased yesterday
by over 15% to 4.33 lei for one franc. The
shock comes after the Bank of Switzerland
dropped the quotation threshold of 1.20 eu-
ros for one franc. About 150,000 Romanians
still have to return to the banks the equiva-
lent of almost 10 billion lei. After Switzer-
land’s central bank dropped its threshold of
1.2 francs per euro, the Swiss franc virtually
blew up. Yesterday at noon, for several tens of
minutes, several commercial banks posted an
exchange rate of over 5 lei for a Swiss franc.
Leumi Bank, Banca Transilvania and Banc-
post posted exchange rates over 5 lei for one
franc, the last of which at one point set an ex-
change rate of 6.5 lei / Swiss franc.

-0.128

Table 1: Two samples of paragraph instances in Romanian (first column), English using automated translation
(second column), and the compound score as attributed by Vader for the English version in the third column.

4.1.3. Transfer learning from Romanian
sentiment-annotated corpus

For scoring the Romanian paragraphs and sentences
from our dataset using Transformer-based models, we
took a slightly different approach. Due to the scarcity
of annotated Romanian datasets for sentiment analy-
sis in general, not only for financial texts, we ended
up with employing one of the more recent and larger
resources, the LaRoSeDa dataset (Tache et al., 2021)).
This dataset contains user reviews gathered from var-
ious Romanian e-commerce websites, and were auto-
matically annotated using the scores provided by the

users on these platforms. A total of 15,000 reviews
were annotated with one of two labels, corresponding
to the sentiment orientation (positive or negative). The
text of a review is split into the title of the review and
its body.

Using the weights of a 12-layer BERT model, pre-
trained on large Romanian corpora (Dumitrescu et al.,
2020), we build an architecture for classifying the sen-
timent of these reviews. This is done by appending a
classification head with two output nodes and softmax
activation after the BERT model. The input of the clas-
sification head is the hidden state computed for the ini-
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Figure 3: Distribution of the length of the paragraphs
from our financial texts dataset, in both Romanian and
English, computed as the number of tokens outputted
by the BERT tokenizer.
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Figure 4: Distribution of the length of the sentences
from our financial texts dataset, in both Romanian and
English, computed as the number of tokens outputted
by the BERT tokenizer.

tial token of the sequence (the special token [CLS]),
on which 0.1 dropout rate is applied during training.
For pre-processing, the text of the title and the text of
the body were concatenated for each of the reviews in
the dataset. The resulting text is tokenized using the
tokenizer provided for the Romanian BERT model and,
as before, the same limit of 300 tokens was applied.
We used the same split proposed by the authors of the
LaRoSeDa dataset, 80% of the dataset is used for train-
ing the architecture, while the rest of 20% is used for
validation. The model is trained end-to-end using the
Adam optimizer (Kingma and Ba, 2014) with a learn-
ing rate of 0.00002 (used for fine-tuning the pre-trained
weights) and no weight decay. The loss function of
choice is the cross entropy loss. The training examples
are provided in mini-batches of size 16, and the training
is done for a total of 5 epochs. At the end of each epoch,
we use the validation examples in order to compute the
performance of our model on unseen data. Based on
that, we store the weights of the model that obtains the
best accuracy on the validation set. We observed that
the model converges after about 4 — 5 epochs, with a
validation accuracy of 97.43%.

The model trained using the described strategy is then
employed for assigning sentiment scores for our finan-
cial texts. Using the same pre-processing technique and
passing the texts through the architecture, we can com-
pute the model’s confidence for each label (positive or
negative), as positive numbers that add up to 1. The
final score for a sentence or paragraph is the difference
between the positive label confidence and the negative
one, such that, just as before, for very positive texts the
score approaches 1, while for very negative ones it ap-
proaches —1.

Using the scores computed by both the English and
the Romanian models, we looked at their distribution
for both paragraphs and sentences (Figures [5] and [6).
The scores attributed by the English FinBERT model
are somewhat balanced towards the positive, neutral
and negative classes, while the Romanian model’s pre-
dictions are slightly biased towards the negative senti-
ments. The clear disadvantage of the Romanian model
is the fact that it was trained on data coming from a
different domain (product reviews instead of financial
news texts), but as we will later show, the scores it pre-
dicts can still be positively correlated with the regis-
tered market changes. Table[2]shows the distribution of
our financial texts with respect to the labels defined by
our BERT-based models. By looking at the texts clas-
sified as negative by the English model, we can see that
98.53% of them were classified as negative by the Ro-
manian model as well, while only 19.07% of the posi-
tively classified English texts were also labelled by the
Romanian model with a positive sentiment.
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Figure 5: Sentiment score distribution for both Roma-
nian and English paragraphs using BERT-based and
lexicon-based metrics.

4.2. Sentiment and Stock Price

In order to assess the potential influence of the senti-
ment expressed in the media on the stock price, we
compare the evolution of the sentiment scores over time
with the evolution of the stock price, using Pearson cor-
relation. We compute the correlation between each sen-
timent metric for texts at a certain point of time with the
stock price at that point in time, at a daily level (for the
same day). Using correlation to measure the connec-
tion between sentiment score and stock price has also
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positive  negative  neutral
Transfer Paragraph-RO 10.88%  89.12% —
Transfer Sentence-RO 16.24%  83.76% —
FinBERT Paragraph-EN  36.64%  26.32%  37.04%
FinBERT Sentence-EN 33.51% 19.61% 46.88%

Table 2: Distribution of the labels predicted for the
financial texts (paragraphs and sentences) from our
dataset by the BERT-based models, trained for senti-
ment analysis on Romanian texts (with positive and
negative labels) and English texts (with positive, nega-
tive, and neutral labels)

the advantage of being insensitive to the difference in
score distributions across metrics.

Table 3] lists the results. They show that sentiment
scores are correlated with stock price: the positive sen-
timent is correlated with the price, and the negative sen-
timent is anti-correlated with the stock price (for met-
rics where a separate score is available for the nega-
tive sentiment), for all metrics considered. While the
correlations are not very strong, the consistent pattern
across the different metrics, which persists on the En-
glish translations of the texts, suggests that we can in-
deed find an effect which connects sentiment with stock
price.

5. Conclusions and Future Work

In this paper, we use a financial news dataset written
in Romanian that are gathered between 2015 and 2019
from bursa.ro. We focused the research on a specific
company, Banca Transilvania, and reduced the texts to
paragraphs and even sentences containing the precise
name. We have investigated the relationship between
the sentiment expressed in news texts and the stock
price for the bank, and showed there is a positive corre-
lation between the polarity of the sentiment expressed
and the price.

In the future, we intend to extend our analysis at the
sentiment level to exploring emotions expressed in the
text and their relationship with the price. Additionally,
we suggest that rather than positive or negative senti-
ment, optimism or pessimism could be a more suitable
predictor of stock price. We also intend to complement
the correlation analysis between sentiment and current
stock price with predictive methods such as regression
models for forecasting the future stock price based on
the current portrayal in news texts, which could be a
better indicator of a causality effect between the two.
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