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Abstract
LNCC is a diverse collection of Latvian language corpora representing both written and spoken language and is useful for both linguistic
research and language modelling. The collection is intended to cover diverse Latvian language use cases and all the important text
types and genres (e.g. news, social media, blogs, books, scientific texts, debates, essays, etc.), taking into account both quality and
size aspects. To reach this objective, LNCC is a continuous multi-institutional and multi-project effort, supported by the Digital
Humanities and Language Technology communities in Latvia. LNCC includes a broad range of Latvian texts from the Latvian National
Library, Culture Information Systems Centre, Latvian National News Agency, Latvian Parliament, Latvian web crawl, various Latvian
publishers, and from the Latvian language corpora created by Institute of Mathematics and Computer Science and its partners, including
spoken language corpora. All corpora of LNCC are re-annotated with a uniform morpho-syntactic annotation scheme which enables
federated search and consistent linguistics analysis in all the LNCC corpora, as well as facilitates to select and mix various corpora for
pre-training large Latvian language models like BERT and GPT.
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1. Introduction
Latvian corpora are increasingly used for large lan-
guage model pre-training such as LVBERT (Znotins and
Barzdins, 2020), LitLatBERT (Ulcar et al., 2021) and
GPT2-LV (Plenert, 2021). The crucial zero-shot learning
capability of the large language models depends not only on
the model and data size but also on the quality and the ency-
clopaedic knowledge coverage of the training corpora, giv-
ing rise to the term ‘GoodData’ (Press, 2021). The ground-
breaking GPT-3 (Brown et al., 2020) language model was
trained on 750GB of mostly English GoodData, while the
GPT-SW3 model for the relatively “small” Swedish lan-
guage – on a 100GB text collection (Ekgren et al., 2022).
Latvian National Corpora Collection (LNCC) with its cur-
rent aggregated size of nearly 10GB and broad coverage is
a step towards Latvian GoodData suitable for training high
quality Latvian large language models essential for various
downstream tasks (particularly zero-shot NLU and NLG –
the future of NLP).
Since Latvian is a relatively less-resourced language and
even smaller than Swedish, there will probably never be a
single corpus available, in terms of size or quality, to pre-
training equally large language models if compared, for in-
stance, to the GPT-3 model for English. Also, no single bal-
anced Latvian text corpus is sufficient for the modern lexi-
cographic needs and grammar studies, since new text types
and sources (user-generated content, spoken language, etc.)
and specialised domains are insufficiently covered.
Therefore we see the Latvian National Corpus as a di-

verse and open-ended corpus collection which continues to
evolve and enlarge through multi-institutional and multi-
project efforts. Moreover, there is no single endpoint of
LNCC in terms of institutional corpus platform instances:
each member of the LNCC consortium runs its own in-
stance or cooperates with other members, and the consor-
tium decides which corpora are appropriate (w.r.t. type,
quality, size, status) to be included in the collection. Never-
theless, users of LNCC can choose to work only with a sub-
collection based on the common set of high-level LNCC
metadata tags. Apart from the meta-tags, all LNCC corpora
are uniformly (re-)processed – tokenized, morphologically
and syntactically tagged – to ensure consistent querying re-
sults and language modelling across all selected corpora of
all LNCC endpoints.
The rest of this paper is structured as follows. After briefly
mentioning related work in Section 2., Section 3. serves
as a description and index of 21 Latvian language corpora
(developed by 11 institutions) currently included in LNCC.
Section 4. introduces the common morpho-syntactic and
spoken language tagsets used to (re-)annotate the corpora.
Section 5. outlines the simple but efficient implementation
of federated search within LNCC, and Section 6. concludes
the paper highlighting the future perspective of LNCC.

2. Related Work
National corpora have been created for many languages. A
national corpus can be a single corpus like BNC (Consor-
tium, 2007), or it may be a collection of different types of
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corpora like the Czech National Corpus (Křen, 2020), Bul-
garian National Corpus (Koeva et al., 2012). LNCC follows
the latter approach.
A national corpus (also, a reference corpus) may consist
of different types of texts that are not necessarily balanced.
Such national or reference corpora have been created for
American English (Ide and Suderman, 2006), Croatian
(Tadić, 2002), Czech (Křen et al., 2016), German (Kupi-
etz et al., 2018), Hungarian (Oravecz et al., 2014), Polish
(Przepiórkowski et al., 2011), Romanian (Mititelu et al.,
2018), Turkish (Aksan et al., 2012), and other languages.
LNCC as a whole collection is a reference corpus.
Conceptually, the idea of LNCC is somewhat similar to
the Leipzig Corpus Collection, particularly its Deutscher
Wortschatz sub-collection which focuses on the German
language (Goldhahn et al., 2012). The main differences are
that LNCC includes not only web-crawled corpora in the
collection but also other previously or recently created Lat-
vian language corpora, both general and specialised, cov-
ering various time periods. Also the aim of LNCC is more
general, supporting various use cases apart from the lexico-
graphic use case.

3. Corpus Collection
LNCC consists of wide variety of corpora.1 Currently, 21
text and spoken corpora (total size 1.3B tokens) represent-
ing different types and genres are available.
Text corpora are widely represented in this collection (see
Table 1): LVK2018, UDLV-LVTB, Hugo.lv, Tı̄meklis2007,
Tı̄meklis2020, Vikipēdija, Emuāri, Barometrs, Saeima,
Likumi, LiLa, MuLa, LaVA, Pārspriedumi, Disertācijas,
LatSenRom, Rainis, Senie. LNCC also contains three cor-
pora of spoken language: LRK2013 (Pinnis et al., 2014),
LVMED (Dargis et al., 2020b), and Subtitri. These cor-
pora currently include only transcriptions of speech – the
aligned audio recordings are not available via the current
LNCC user interface. Note that the Corpus of Saeima (tran-
scriptions of parliamentary debates, years 1993–2017) can
be considered also as a corpus of edited spoken language.
LVK2018 is designed as a general language, representa-
tive and balanced 10 million word corpus of contemporary
Latvian that aims to cover the variety of existing texts in
certain estimated proportions (Levane-Petrova, 2019). It is
used as a data source for the continuous development of
a balanced multilayer (UD, FrameNet, PropBank, AMR,
as well as named entity and coreference layers) corpus of
Latvian (Gruzitis et al., 2018).The general spoken language
corpus LRK2013 has been designed to be phonetically bal-
anced and representative in term of speakers and types of
speech acts (Pinnis et al., 2014). The balanced corpus
of contemporary Latgalian texts (MuLa) consists of cer-
tain proportions of texts published in Latgalian. Domain,
genre etc. specific corpora are: a learner corpus LaVA,
parliamentary corpus Saeima (Dargis et al., 2018), liter-
ary corpora (Rainis, LatSenRom), and other specialised
corpora – Pārspriedumi (Levāne-Petrova and Pokratniece,
2021), Saeima Disertācijas, Likumi, Vikipēdija, Barometrs,
Emuāri, Subtitri, LVMED (Dargis et al., 2020b). Two com-
prehensive web corpora are also available for the Latvian

1http://korpuss.lv

Figure 1: Screenshot of the Korpuss.lv website: the most
popular corpora are listed first (see Table 1 for details).

language: Tı̄meklis2007 (Dzerins and Dzonsons, 2007) and
Tı̄meklis2020.
Almost all corpora included in LNCC are monolingual;
only one parallel corpus (its Latvian counterpart) has cur-
rently been added to LNCC – the LiLa corpus (Utka et al.,
2012); however, more parallel corpora will be included in
collaboration with Culture Information Systems Centre.
LNCC is mainly intended for use in synchronic research
as most of the corpora are synchronic corpora of contem-
porary language – texts included in them cover the period
from the 1990s to the 20s of the 21st century. An earlier
period (1873–1940) is covered by literary corpora (Rai-
nis, LatSenRom). In addition, LNCC includes also one di-
achronic corpus – Senie (Andronova, 2007). The corpus
of the early written Latvian covers both printed texts and
some manuscript transcripts of the 16th–18th century. All
the texts were transliterated from the Gothic to the Latin
script. All the texts were later converted into Unicode, and
transliteration of the old spelling into the modern spelling
has been started in 2021. This will allow for experimental
automatic morpho-syntactic annotation of the diachronic
corpus as well.
During the development of the LNCC morphological an-
notations were uniformly annotated across all the corpora.
Corpora with no annotations were morphologically anno-
tated for the first time and corpora with older annotations
were re-annotated with the newest tagger to have the same
tagset across all corpora.
Almost all corpora included in LNCC are automatically
morphologically annotated and UD-parsed (Nivre et al.,
2020). Two of them have been manually validated: the
UDLV-LVTB treebank (Pretkalnina et al., 2018) and the
learner corpus of non-native Latvian speakers LaVA with
manual error and morphological annotation (Dargis et al.,
2020a). The common morpho-syntactic annotation scheme
does not cover morphological features present in the Lat-
galian language (dialectal), early written Latvian (histori-
cal) and news portal comments (ungrammatical), therefore
the MuLa, Senie and Barometrs corpora are not annotated
and parsed.
The LNCC corpus platform (Figure 1) lists all the corpora
and provides filtering by meta-tags: type of data included in

http://korpuss.lv
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Code name Full name Size Type Release
Written language text corpora

LVK2018
Balanced Corpus of
Modern Latvian
(Levāne-Petrova and Dar ‘gis, 2018)

12M tokens text, general, representative 2016–2018

UDLV-LVTB
Latvian UD Treebank,
subset of LVK2018,
part of UD v2.9 (Zeman et al., 2021)

266k tokens
(16k sent.)

text, general, representative,
manually annotated 2015–2021

Hugo.lv Hugo.lv Parallel Corpora 10.5M tokens text, general, culture 2018

Tı̄meklis2007
Latvian Web Corpus
(Džeriņš and Džonsons, 2007) 123.5M tokens text, web 2006–2007

Tı̄meklis2020 Latvian Web Corpus 492.6M tokens text, web 2020–2022
Vikipēdija Latvian Wikipedia 27.7M tokens text, specialised 2022
Emuāri Latvian Blog Corpus 8M tokens text, specialised 2014–2015
Barometrs Corpus of News Portal Comments 447.3M tokens text, specialised 2011–2021

Saeima
Corpus of Latvian
Parliament Debates
(Auziņa et al., 2018)

24M tokens text, specialised:parliamentary 2013–2018

Likumi
Corpus of Legal Acts
of the Republic of Latvia 116.2M tokens text, specialised 2022

LiLa
Lithuanian-Latvian-Lithuanian
Parallel Text Corpus
(Utka et al., 2013)

5.7M tokens text, parallel, representative 2011–2013

MuLa
Corpus of Contemporary
Latgalian Texts
(Sperga et al., 2013)

1.3M tokens
text, specialised:dialect,
representative 2011–2013

LaVA
Latvian Language Learner Corpus
(Auziņa et al., 2021) 241k tokens

text, specialised:learner,
manually annotated,
error annotation

2018–2021

Pārspriedumi
Corpus of Students Essays
(Levāne-Petrova et al., 2021) 226k tokens text, specialised 2018–2021

Disertācijas Corpus of Latvian PhD Theses 23.4M tokens text, specialised 2022
LatSenRom Corpus of Latvian Early Novels 3.3M tokens text, specialised:literary 2019–2021

Rainis
Corpus of Texts Written by Rainis
(Spektors et al., 2018) 2.3M tokens text, specialised:literary 2018

Senie
Corpus of Early Written
Latvian Texts
(Andronova et al., 2002)

2.7M tokens text, specialised:diachronic 2002–2021

Spoken language text corpora

LRK2013 Latvian Speech Recognition Corpus
975k tokens
(100 hours) spoken, general, representative 2013

Subtitri
Latvian Subtitles of
Public Broadcasting

10.8M tokens
(1200 hours) spoken, specialised 2020–2022

LVMED Latvian Medical Speech Corpus
157k tokens
(35 hours) spoken, specialised 2022

LNCC: 21 corpora 1.3B tokens Jun 2022

Table 1: The current compilation of LNCC.

the corpus (written vs. spoken); type of corpus (general vs.
specialised; some specialised corpora are divided in more
detail – learner, literary, dialectal, parliamentary); annota-
tion levels (morphology, syntax, manually annotated, error
annotation).

4. Common Tagsets
All LNCC datasets are automatically tokenized and mor-
phologically tagged (with few exceptions as mentioned in
Section 3.). In general, tokens are separated from each

other by whitespace with some language and domain spe-
cific exceptions, e.g. ordinal numerals, like abbreviations,
are written in Latvian together with the full-stop mark (e.g.
‘1.’ – ‘first’) therefore an ordinal numeral together with the
full-stop mark is tokenized as one token. Systematic tok-
enization phenomena of the written language – numbers,
dates, URLs, email addresses, initials, etc. – are identified
using regular expressions.
In spoken language corpora, orthographic transcription is
used, taking into account the basic principles of ortho-
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graphic annotation, e.g., the norms of the standard orthog-
raphy of the Latvian language are followed (in the case
of significant deviation from the norm, both the correct
and incorrect forms are given); capital letters are used in
proper names and acronyms only; the numerals and abbre-
viations are expanded; non-verbal elements, unclear speech
and physiological noise (e.g., snuffling, smacking, cough-
ing, etc.) are annotated.
Morpho-syntactic annotation is done by the open-source
IMCS UL morphological tagger which ensures 92.7%
full morphological tag accuracy and 97.6% lemmatiza-
tion / POS (part-of-speech) accuracy (Paikens et al., 2013;
Paikens, 2016).
Latvian has a classic Indo-European (Baltic) system with
diverse grammatical inflection and extensive word forma-
tion (Vanags, 2021). Word order is relatively free, i.e.
pragmatically governed, however, the basic word order is
subject-verb-object. Due to this, morpho-syntactic annota-
tion contains not only POS and lemma, but also case, num-
ber, tense and various language-specific attributes.
The common tagset of Latvian has been developed and fine-
tuned at IMCS UL over the years. It is a positional tagset,
generally compliant with the MULTEXT-EAST standard
(Erjavec, 2012), adapted to the Latvian specifics. The
tagset contains 13 POS classes: 10 POS classes corre-
spond to the word classes defined in Latvian Grammar
(Kalnaca and Lokmane, 2021) – 5 for inflected word classes
(nouns, adjectives, verbs, pronouns, numerals) and 5 for
non-inflected word classes (adverbs, prepositions, particles,
conjunctions, interjections); the tagset also contains 3 POS
classes for abbreviations, punctuation and residuals.
Latvian nouns inflect for number and case, adjectives inflect
for case, number, gender and definiteness, and verbs inflect
for tense, mood, voice and person (Nau, 1998). By repre-
senting this information in a positional tagset, the length of
the tag can vary greatly – from one (e.g. for particles) to 11
for verbs.
Latvian Treebank (LVTB) is manually syntactically an-
notated using a hybrid dependency-constituency gram-
mar model (Barzdins et al., 2007; Nespore et al., 2010;
Pretkalnina et al., 2011) and then transformed to the UD
model (Pretkalnina et al., 2018). Other corpora are auto-
matically UD-parsed using a BERT-based parser for Lat-
vian, trained on the UDLV-LVTB treebank, that gives the
labelled attachment score (LAS) of 89.9% (Znotins and
Barzdins, 2020). The parser is periodically re-trained on
the latest UDLV-LVTB data that follows the global UD re-
lease cycle.

5. Federated Search
Open-access federated search facility is available through
the LNCC website.2 It gives an overview about the absolute
and relative (per million) frequency of a given search term
across all the LNCC corpora. Each ‘tile’ in the result set
(as illustrated in Figure 2) leads to a detailed search result
in the form of a corpus concordance.
The federated search combines multiple corpora from mul-
tiple corpus indexer instances (endpoints) maintained by

2http://korpuss.lv/search

Figure 2: Screenshot of a federated search result for the
search term sirds* (‘heart*’).

different organisations (members of the informal LNCC
consortium). Currently, all the three endpoints of LNCC –
the IMCS UL endpoint, the NLL endpoint and the CISC
endpoint – use the NoSketch Engine platform (Rychlỳ,
2007), and the current implementation of the federated
search relies on the NoSketch Engine API, but the func-
tionality can be easily extended to support other corpus in-
dexers if necessary.
The list of corpora included in LNCC and, thus, in the fed-
erated search is carefully curated to maintain the represen-
tativity and quality of LNCC. The minimum requirement
(apart from general content quality requirements) to include
a Latvian language corpus in LNCC is open access to the
corpus, even if it is not available as open data. Compliance
to the common morpho-syntactic tagset is preferred but not
mandatory for basic federated search.

6. Conclusion
We have presented the conception and the current content
of the Latvian National Corpus Collection (LNCC). As a
whole, it can be seen as an open-ended national reference
corpus; open-ended in a sense that more corpora developed
through different projects can be added any time by the
LNCC partners.
Compliance to the common tagset and the simple yet effi-
cient federated search facility has instantly paid off. The
otherwise separate and diverse corpora have become easily
accessible through a simple and unified search interface.
Because of the much lower entry barrier and much better
discoverability, the number of queries and sessions have
significantly increased for all LNCC corpora.
We have also organised a CLARIN-LV (Skadiņa et al.,
2020) K-centre on-line tutorial and user study sessions for
linguists (researchers and teachers). Although most of the
attendees had already used some Latvian language corpora,
they were surprised that many more corpora are available.
Even if they primarily use a certain corpus or few corpora,
the federated search allows for quick quantitative compar-
ison across the whole corpora collection. Of course, there
has been already available the pan-European federated con-
tent search via CLARIN,3 which has also been dissemi-
nated though the CLARIN-LV K-centre seminars, however,

3https://clarin.eu/content/content-search

http://korpuss.lv/search
https://clarin.eu/content/content-search
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it is less convenient and less efficient for the users when it
comes to everyday use.
In this paper and in LNCC so far, we have focused on text
corpora, including spoken language text corpora. Inclusion
of full-fledged Latvian speech corpora in LNCC is a near
future task. We will also add a new, extended (100M to-
kens) version of the Balanced Corpus of Modern Latvian
will be released by the end of 2022.
Most of the current LNCC corpora have been devel-
oped and deployed by IMCS UL in close collaboration
with other academic institutions and private companies:
Riga Stradins University, Latvian Language Institute UL,
Rezekne Academy of Technologies, Liepaja University,
Vytautas Magnus University, LETA Ltd., Tilde Ltd., Riga
East University Hospital. National Library of Latvia (NLL)
and Culture Information Systems Centre (CISC) maintain
their own corpus indexers, providing separate but integrated
endpoints for the federated search of LNCC, while the NLL
and CISC corpora are being processed and annotated using
the common tagset and the NLP pipeline provided by IMCS
UL. Other endpoints and selected corpora can be added to
LNCC in the future.
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Pēteris and Baltiņa, Maija and Trumpa, Anta and
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