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Abstract
Named Entity Recognition (NER) is an important task in information extraction. However, due to the lack of labelled corpora,
biomedical NER has scarcely been studied in Vietnamese compared to English. To address this situation, we have constructed
VietBioNER, a labelled NER corpus of Vietnamese academic biomedical text. The corpus focuses specifically on supporting
tuberculosis treatment, and was constructed by collecting scientific papers and grey literature related to tuberculosis symptoms
and diagnostics. We manually annotated a small set of the collected documents with five categories of named entities:
Organisation, Location, Date and Time, Symptom and Disease, and Diagnostic Procedure. Inter-annotator agreement ranges
from 70.59% and 95.89% F-score according to entity category. In this paper, we make available two splits of the corpus,
corresponding to traditional supervised learning and few-shot learning settings. We also provide baseline results for both of
these settings, in addition to a dictionary-based approach, as a means to stimulate further research into Vietnamese biomedical
NER. Although supervised methods produce results that are far superior to the other two approaches, the fact that even one-shot
learning can outperform the dictionary-based method provides evidence that further research into few-shot learning on this text
type would be worthwhile.

Keywords: Named Entity Recognition, Vietnamese Biomedical Texts, Corpus Annotation

1. Introduction
According to WHO, prior to the coronavirus (COVID-
19) pandemic, tuberculosis (TB) was the leading cause
of death from a single infectious agent, ranking above
HIV/AIDS (WHO, 2021). Meanwhile, Nguyen et al.
(2020) reported that TB burden in Vietnam still re-
mains high, despite government efforts to eradicate the
disease. A system to support tuberculosis treatment for
the Vietnamese language could therefore be extremely
valuable in helping to improve the situation. Ideally,
the system should be able to provide answers to the fol-
lowing questions:

• In which geographical areas is TB present?

• When have cases of TB been reported?

• Which methods are used to diagnose TB?

• Which symptoms/diseases are relevant to TB?

• Which organisations suggest/authorise a diagnos-
tic procedure?

A key element in such a system would be a named
entity recognition (NER) tool, which could automati-
cally identify mentions of the important entities (e.g.
locations, diseases and dates/times) that are needed
to answer the above questions. Unfortunately, such a
tool does not currently exist for the Vietnamese lan-
guage, and developing one is very problematic, due to
the lack of supporting resources. Approaches to NER
can be classified into three main groups: rule-based,

dictionary-based and machine learning-based. Rule-
based systems can be developed without resources, but
require a large amount of manual effort to construct,
and tend to suffer from issues of low recall. Meanwhile,
dictionary-based systems are reliant of the availabil-
ity of wide coverage dictionaries; otherwise, they will
fail when unseen entities are encountered. Machine-
learning based systems can achieve higher levels of per-
formance than the other two types of systems, and are
able to recognise previously unseen entities, but are re-
liant on the availability of manually annotated training
corpora.
There are many available annotated corpora for
biomedical NER in English, e.g., NCBI Disease (Do-
gan et al., 2014), BioCreative V CDR (Li et al., 2016),
i2b2 datasets (Uzuner et al., 2011; Sun et al., 2013;
Stubbs and Uzuner, 2015), and CADEC (Karimi et al.,
2015). These corpora have helped to shape state-of-
the-art (SOTA) systems in NER for English biomedi-
cal text. However, no similar corpus exists for the Viet-
namese language.
Supervised machine learning approaches are suitable
when large amounts of training data are available,
which is the case for most of the corpora cited above.
However, few-shot learning (Hofer et al., 2018; Yang
and Katiyar, 2020; Huang et al., 2020) may be applied
when only a small amount of annotated data is avail-
able. This latter approach is considered more practi-
cal than the first one, especially in the case of low-
resourced languages/domains, given that the produc-
tion of large annotated corpora can be expensive and
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time-consuming.
According to the importance of annotated corpora for
developing practical NER tools, this paper introduces
a novel Vietnamese NER corpus for biomedical texts,
called VietBioNER. The corpus was created by collect-
ing and digitising scientific papers and theses related to
tuberculosis. We then randomly selected a set of 1706
sentences and manually annotated five categories of
entities: Organisation, Location, Date and Time (Date-
Time), Symptom and Disease (Symtom_and_Disease),
and Diagnostic Procedure (DiagnosticProcedure). The
average Inter-Annotator Agreement (IAA) rate between
the two annotators is 80.69%, indicating that the anno-
tations are reliable and thus suitable for training NER
models.
We additionally report the baseline performance of
dictionary-based, supervised learning and few-shot
learning approaches. For the dictionary-based ap-
proach, we compiled a list of dictionaries for loca-
tions, organisations, diagnostic procedures, symptoms
and diseases. For supervised learning approaches, we
employed Bi-LSTM (Lample et al., 2016), BERT (De-
vlin et al., 2019), and PhoBERT (Nguyen and Nguyen,
2020). For few-shot learning, we used NNShot and
StructShot (Yang and Katiyar, 2020).
Our experimental results show that the best per-
formance is obtained using supervised learning ap-
proaches, followed by few-shot learning and dictionary-
based ones. Among the supervised learning ap-
proaches, PhoBERT was able to produce the best re-
sults, thanks to more accurate word embedding repre-
sentations than those used in the BiLSTM and BERT
approaches,
To the best of our knowledge, VietBioNER is the
first publicly available Vietnamese corpus for NER
that focuses on academic text in the biomedical do-
main. It is our hope that the corpus and bench-
marks will act as a stimulus for further research into
Vietnamese biomedical NER systems. The corpus
and the experimental results will be made available at
https://github.com/ptpuyen1511/VietBioNER.

2. Related Work
The majority of currently available annotated biomed-
ical corpora are in English. Among them, NCBI Dis-
ease, i2b2/n2c2, and CADEC (CSIRO Adverse Drug
Event Corpus) have been commonly used to build state-
of-the-art (SOTA) systems.
NCBI Disease (Dogan et al., 2014) consists of 793
PubMed abstracts, annotated with 6892 disease men-
tions belonging to 790 unique disease concepts.
i2b2/n2c2 are a series of Shared Task Challenges for
Clinical Data NLP, with different tasks being set each
year. The NER challenges i2b2-2010 (Uzuner et al.,
2011) and i2b2-2012 (Sun et al., 2013) both included
de-identified discharge summaries provided by Part-
ners HealthCare and MIMIC-II. The i2b2-2010 dataset
consists of discharge summaries, annotated with three

entity types: Medical problems, Treatments, and Tests.
Meanwhile, the i2b2-2012 dataset has 310 summaries
with two types of annotations: Clinically relevant
events and Temporal relations. The i2b2-2014 (Stubbs
and Uzuner, 2015) includes 1304 longitudinal medical
records annotated with seven entity types: Name, Pro-
fession, Location, Age, Date, Contact, and IDs. The
IAA of i2b2-2014 is approximately 89% for entity-
based evaluation and 93% for token-based evalua-
tion. The n2c2-2018 (Henry et al., 2019) consists
of 505 de-identified discharge summaries drawn from
the MIMIC-III clinical care database (Johnson et al.,
2016). The n2c2-2018 was annotated with Adverse
Drug Events (ADEs) and has nine annotation types:
Drug, Strength, Form, Dosage, Frequency, Route, Du-
ration, Reason, and ADE.
CADEC (Karimi et al., 2015) consists of 12533 posts
from a medical forum called AskaPatient. The CADEC
dataset has 9111 annotations with five entity types:
ADR, Disease, Drug, Symptom, and Finding. The
dataset was shown to be reliable, with an IAA ranges
from 78% to 95%.
PhoNER_COVID19 (Truong et al., 2021) is a recently
released annotated corpus in the Vietnamese language
that includes biomedical entities. The corpus consists
of 34984 entities over 10027 sentences. The corpus is
constituted by articles from popular Vietnamese online
news sites. Ten entity types including Patient ID, Per-
son Name, Age, Gender, Occupation, Location, Organ-
isation, Transportation, Date, and Symptom & Disease
were annotated in the corpus.
In contrast to PhoNER_COVID19, VietBioNER con-
sists of academic-related text, including both scientific
and grey literature. Given that machine learning based
tools are sensitive to the type of text on which they are
trained, VietBioNER constitutes an important resource
that can complement PhoNER_COVID19 to facilitate
the recognition of biomedical entities in a range of dif-
ferent text types.

3. Corpus Annotation
3.1. Document Sources
We manually selected 220 documents, consisting of
both scientific articles and theses related to tuberculo-
sis. The scientific articles were collected from 5 medi-
cal journals: the Medical Journal of Ho Chi Minh City,
the Journal of Practical Medicine, the National Journal
of Tuberculosis and Lung Disease, the Can Tho Univer-
sity Journal of Medicine and Pharmacy, and the Viet-
nam Medical Journal. The collected theses were writ-
ten by resident doctors, speciality doctors, masters, as-
sociate doctorates and doctorates from different med-
ical universities. The number of collected documents
from different sources is reported in Table 1.
It should be noted that most of the collected documents
took the form of hard copies. We therefore scanned
them and applied VietOCR1 in order to digitise them.

1http://vietocr.sourceforge.net/

https://github.com/ptpuyen1511/VietBioNER
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Table 1: The number of collected documents from dif-
ferent sources in VietBioNER.

Document Source #Doc
Medical Journal of Ho Chi Minh City 40

Journal of Practical Medicine 34
National Journal of Tuberculosis and Lung Disease 26

Can Tho University Journal of Medicine and Pharmacy 6
Vietnam Medical Journal 4

Theses 110

3.2. Manual Annotation
One of our main aims in creating VietBioNER is to
facilitate the automatic extraction of information that
can support domain experts in carrying out TB treat-
ment in Vietnam. According to the types of informa-
tion that are important for this activity, we focus on five
categories of entities: Organisation, Location, Date
and Time (DateTime), Symptom and Disease (Symp-
tom_and_Disease), and Diagnostic Procedure (Diag-
nosticProcedure).
Below, we provide a more detailed description of each
of these categories2.

3.2.1. Organisation
Names of specific organisations are tagged in this cat-
egory. These include names of government or non-
government organisations, and names of offices or
unions, such as, “Bộ Y tế” (Ministry of Health), “Khoa
Phổi Thận” (Lung and Kidney Department), and “Bệnh
viện Nhân dân Gia Định” (Gia Dinh People’s Hospital).

3.2.2. Location
Mentions of geographic locations, i.e., any identifiable
point or area in the planet, ranging from continents,
major bodies of water (e.g., oceans, rivers, lakes),
named landforms, countries, states, cities and towns,
are marked up as Location entities. This entity type
includes instances of proper names and their abbrevi-
ations, except when used in the context as a political
entity. Some examples for Location entities are “phía
Bắc Việt Nam” (North Vietnam), “quận Tân Bình” (Tan
Binh district), and “Khu vực Đông Nam Á” (Southeast
Asia).

3.2.3. DateTime
Date or specific periods of time (having a specific be-
ginning and ending) are marked in this category. Some
examples of this entity type are: seasons of the year;
dates, months and years; specific time, etc. For ex-
amples “mùa hè” (summer), “tháng Ba” (March), “từ
1990-1992” (from 1990-1992), and “25 - 26/10”.

3.2.4. Symptom and Disease
We include all diseases, illness, inflammations and dis-
orders/conditions occurring in humans. We also an-

2We will publish the full guidelines with our corpus.

Table 2: Agreement between annotators for each entity
type (F-score).

Entity Type IAA (%)
DiagnosticProcedure 70.59

DateTime 76.19
Symptom_and_Disease 81.96

Organisation 95.00
Location 95.89

All 80.69

notated words/phrases that describe signs of the dis-
ease process, rather than the disease/illness itself. This
includes alterred physical appearance or behaviours.
Examples include “lao đa kháng thuốc” (multidrug-
resistant tuberculosis), “ung thư” (cancer), “đái tháo
đường” (diabetes), “ho có đờm” (coughing up phlegm),
“đau ngực” (chest pain) , and “khó thở” (shortness of
breath).

3.2.5. DiagnosticProcedure
We label procedures, methods and techniques used to
determine the composition, quality or concentration of
a specimen, which are carried out in a clinical labo-
ratory, for examples, “sinh thiết màng phổi bằng kim”
(pleural needle biopsy), and “GeneXpert”.

After finalising the guidelines, we randomly selected
63 segments, consisting of the following sections from
the collected documents: summary, introduction, prob-
lem statement and objective. The selected segments
were then passed to two annotators, who are senior
students of the Faculty of Public Health, Pham Ngoc
Thach University of Medicine. Both annotators have
medical knowledge and were supported by detailed and
formal annotation guidelines. Annotation was carried
out using brat–a web-based annotation tool3. The tool
allows annotators to easily create new annotations, as
well as modify or delete existing annotations.

4. Corpus Statistics
To calculate the Inter-Annotator Agreement (IAA), we
randomly selected 7 segments for double annotation,
i.e., the two annotators labelled the same documents
without discussing about their choices. The agreement
between annotators is reported in Table 2, in terms of
F-score.
As shown in the table, the entity type with the lowest
IAA is DiagnosticProcedure. This can be a challeng-
ing type of annotate, due to difficulties in determining
appropriate boundaries. For example, given the entity
“nhuộm soi AFB mô màng phổi” (staining for AFB in
pleural tissue), one annotator tagged the whole span as
DiagnosticProcedure, while the other tagged a shorter

3https://brat.nlplab.org/

https://yhoctphcm.ump.edu.vn/
http://www.yhth.vn/default.aspx
http://www.ctump.edu.vn/Default.aspx?tabid=1179
https://tapchiyhocvietnam.vn/index.php/vmj
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Figure 1: Distribution of each entity type in Viet-
BioNER.

span of “nhuộm soi AFB” (staining for AFB). We ob-
served similar difficulties in the case of DateTime en-
tities. Nevertheless, an average IAA of 80.69% F-score
was achieved over all annotation categories, which in-
dicates that the quality of the corpus annotation is suf-
ficiently reliable.
The final annotated corpus contains 1706 sentences
with an average length of 31 tokens. About 74% of sen-
tences in the corpus contained annotated entities. The
corpus is annotated with 3334 entities, whose distribu-
tion among the 5 categories is detailed in Fig. 1. It can
be observed that Symptom/Disease entities are by far
the most dominant entity type in the corpus, followed
by Diagnostic Procedure and Location.

4.1. Data Visualisation
The BERT-based models that we use for our supervised
approaches are reliant on accurate word embeddings
that can accurately represent and distinguish the mean-
ings of different entities. A good set of word embed-
dings would therefore be expected to assign similar rep-
resentations to entities belonging to the same semantic
category. Our experiments use two different language
models for word embeddings and, in order to provide
an indication of the effectiveness of these models in
producing embeddings for our corpus, we visualise the
entity embeddings for the entire corpus using two lan-
guage models, i.e., Multilingual BERT (Devlin et al.,
2019) and PhoBERT (Nguyen and Nguyen, 2020)4 to
extract word embeddings. We then calculated entity
embeddings by taking average of word embeddings in
an entity. We finally employed t-SNE (van der Maaten
and Hinton, 2008) to reduce the dimensionality of the
embeddings, and plotted them in a 2D space. The re-
sulting visualisations as displayed in Fig. 2.
From Fig. 2, we can see that for both models, the em-
beddings of entities belonging to the same category
are roughly clustered together. However with Multi-
lingual BERT, entity embeddings are sometimes inter-
twined each other while with PhoBERT they are clus-
tered more neatly. This clustering behaviour is to be ex-
pected, since PhoBERT was specifically fine-tuned on

4We used the default hyper-parameters provided by
https://huggingface.co/models

Table 3: Number of entities in each benchmark setting.
In the case of few-shot learning, we calculated the av-
erage and performed ceiling rounding over 5 different
support sets.

Entity Type Supervised Learning Few-shot Learning
(Average over 5 sets)

Train Valid Test 1-shot 5-shot 10-shot
Symptom_and_Disease 838 378 810 5 20 35

DiagnosticProcedure 191 89 202 3 8 13
Location 162 78 106 4 8 17
DateTime 141 58 97 2 7 13

Organisation 77 36 71 2 6 11

Vietnamese texts, while Multilingual BERT was pre-
trained on 104 different languages.

5. Benchmark Settings

We provide two sets of benchmark results for models
trained on our corpus using two different settings. The
first set of results is obtained using a standard super-
vised learning setting, which typically includes three
disjoint subsets: training, validation, and testing. The
second set of results is obtained using few-shot learning
setting, in which only a small set of labelled instances
is used for model training.

5.1. Standard Supervised Learning

We constructed the training, validation, and test sets
with an approximate ratio of 7:3:7. Specifically, the
training set consists of 706 sentences, the validation set
consists of 300 sentences, and the test set has 700 sen-
tences.

5.2. Few-shot Learning

Unlike traditional supervised learning, few-shot learn-
ing consists of two phases: meta training and inference
(testing). The meta-training phase uses a larger or more
richly labelled corpus, which is usually referred as the
corpus in a source domain. Meanwhile, the inference
phase uses the base model obtained from the meta-
training phase on a specific corpus in the target domain
(i.e., a corpus with limited labelled instances).
For inference, we build 1-shot, 5-shot, and 10-shot
learning sets from the training set mentioned in Sec-
tion 5.1. For each n-shot learning set, we gener-
ated 5 random support sets using the Greedy Sam-
pling algorithm (Yang and Katiyar, 2020). n denotes
the number of entities in each category that are se-
lected for inclusion in each support set. Consequently,
each n-shot support set will have a maximum of (n ×
num_entity_categories) sentences. We use the same
test set as in the supervised setting.
The distributions of all entity types in the two different
settings are reported in Table 3.
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Figure 2: Visualisations of entity embeddings. The left figure shows entity embeddings obtained from Multilingual
BERT while the right figure shows entity embeddings obtained from PhoBERT.

6. Experiments
6.1. Experimental Methods
We carried out a number of different experiments us-
ing VietBioNER, corresponding to the two benchmark
learning settings, in addition to a simple dictionary-
based method. For the supervised learning experi-
ments, we employed Bi-LSTM (Lample et al., 2016)
and BERT (Devlin et al., 2019). For few-shot learn-
ing, we used NNShot and StructShot (Yang and Kati-
yar, 2020).

6.1.1. Dictionary-based method
We used simple left-right maximum matching
(LRMM) to match entities against a dictionary. A
different dictionary was compiled for each entity
category. For Location and Organisation, the dic-
tionaries were automatically constructed by crawling
data on Wikipedia, while the dictionary for Diagnostic
Procedure entities was manually compiled by medical
experts. For Symptom_and_Disease entities, the
dictionary was constructed using a combination of
automatic and manual methods. Finally, the validity
of DateTime entities was checked using regular
expressions.
It should be noted that the training and validation parts
of the corpus were not used in this experiment; only the
test set was used, in order to validate the performance
of the dictionaries in recognising relevant entities.

6.1.2. Supervised learning
We applied two popular supervised learning-based ap-
proaches to our corpus as follows.

• Bi-LSTM: We employed the Bi-LSTM NER by
Lample et al. (2016), one of the SOTA approaches
prior to the emergence of BERT.

• BERT: We used BERT-based NER model with
two pre-trained language models, Multilingual
BERT (Devlin et al., 2019) and PhoBERT
(Nguyen and Nguyen, 2020) with the default

hyper-parameters provided by Hugging Face5.

In this experiment, we used the standard supervised
learning benchmark setting, i.e., the training, validation
and test sets.

6.1.3. Few-shot learning
Among existing approaches to few-shot learning for
NER, we experimented with NNShot and Struct-
Shot (Yang and Katiyar, 2020).
For the meta training phase, we used
PhoNER_COVID19 (Truong et al., 2021) as a
source domain to generate the base model for the NER
task. In the inference phase, we used the support sets
in the few-shot learning benchmark to predict the label
of instances in the test set, i.e., the target domain.

6.2. Experimental Results
It is noted that in our experiments, we used the IO
scheme instead of the common BIO one since the IO
scheme was reported to produce better results (Yang
and Katiyar, 2020). All experimental results obtained
on the test set are reported in Table 4.
It can be observed that the supervised learning ap-
proach produced the best results among the three ex-
perimental approaches. Better performance using this
setting is to be expected, compared to few-shot learn-
ing, because the supervised models were trained using
a larger amount of labelled data.
Although the dictionary-based method used domain-
specific dictionaries, it is very difficult to ensure that
sure dictionaries provide comprehensive coverage of
concepts in the domain, at least without considerable
time and effort; many domain-specific dictionaries
for English have been under constant development for
many years. Perhaps unsurprisingly, therefore, many of
the entities in the test set were not present in the dic-
tionaries, and this method achieved the lowest recall
in comparison to the other methods, although preci-
sion was somewhat higher than recall. The low perfor-
mance is likely to be caused by the many different ways

5https://huggingface.co/models
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Table 4: Results of applying different NER methods
to the test set of VietBioNER. In the case of few-shot
learning, we report the average and standard deviation
of scores from 5 different support sets.

Method P (%) R (%) F1 (%)
Dictionary-based Method

LRMM 51.24 17.73 26.34
Few-shot Learning Methods

1-shot NNShot 27.37 ± 5.6 41.44 ± 10.9 32.31 ± 5.9
StructShot 31.46 ± 5.5 39.72 ± 10.8 34.61 ± 6.5

5-shot NNShot 28.96 ± 3.1 44.53 ± 5.9 35.00 ± 3.5
StructShot 31.75 ± 3.8 39.38 ± 3.7 34.89 ± 1.6

10-shot NNShot 30.32 ± 1.7 49.43 ± 3.2 37.57 ± 2.1
StructShot 32.17 ± 2.8 43.44 ± 1.3 36.89 ± 1.9

Supervised Learning Methods
Bi-LSTM 79.00 77.84 78.42

Multilingual BERT 75.43 80.74 77.99
PhoBERT 77.49 81.83 79.60

in which entity names such as diseases, symptoms and
diagnostic procedures can be described in text; it is vir-
tually impossible to ensure that all such variations are
comprehensively covered by dictionaries.
In comparison to the dictionary-based method, the few-
shot learning methods achieved significantly higher re-
call. However, the trade-off is that precision is sig-
nificantly lower. In terms of F-score, however, even
the use of 1-shot learning produces better results than
the dictionary-based method. This result illustrates
that, even with only a very small amount of train-
ing data, machine leaning methods can outperform the
dictionary-based method, whose dictionaries required
a large amount of manual effort to create.
When we increased the number of training instances
in the few-shot learning experiments to 5 and 10, per-
formance is generally increased, with a lower standard
deviation than the results obtained using 1-shot, indi-
cating that performance becomes more stable when a
small number of additional training instances are used.
However, the performance gap between few-shot and
supervised learning is still large, which illustrates the
need for further research into few-shot learning, espe-
cially for a low-resourced language like Vietnamese.
In terms of the supervised learning approaches, the
PhoBERT-based method achieved the best perfor-
mance. This result can be explained by the fact that
the PhoBERT model was pre-trained on a large amount
of Vietnamese data, hence producing better word rep-
resentations, as previously discussed and illustrated in
Fig 2.
To investigate the PhoBERT results in more detail, we
report the performance of the model on the valida-
tion set for each entity category in Table 5. The ta-
ble shows that the model performed well in recognis-
ing Symptom_and_Disease, Location and DateTime
entities. Meanwhile, performance for DiagnosticPro-
cedure entities is noticeably lower than for other cate-
gories. We hypothesise that a probable reason for these

Table 5: Performance for each named entity category
using PhoBERT on the validation set.

Entity Type P (%) R (%) F1 (%)
DiagnosticProcedure 50.46 61.80 55.56

Organisation 69.44 69.44 69.44
DateTime 70.69 70.69 70.69
Location 76.47 83.33 79.75

Symptom_and_Disease 81.33 80.69 81.01

Figure 3: Token-based confusion matrix on the predic-
tions of the validation set by PhoBERT.

results is that the vocabulary used to describe Symp-
tom_and_Disease, Location and DateTime entities is
also found in the corpus on which PhoBERT was fine-
tuned. In contrast, this is not the case for the Diagnos-
ticProcedure category, whose entities generally consti-
tute highly specific tuberculosis diagnostic procedures.
Since PhoBERT is a language model for the general
domain, it cannot provide representations for all such
entities.
To further analyse the results, we depict a token-based
confusion matrix on the predictions of the validation
set in Fig. 3. From the confusion matrix, it can be
noted that many of the tokens that should have been la-
belled as DiagnosticProcedure tokens were incorrectly
predicted as non-entity tokens, i.e., tag ‘O’ in the ma-
trix (the confusion is 32%). As explained above, since
PhoBERT’s vocabulary does not include all of the
words used in this type of entity, such type of confu-
sion in understandable. As follow-up work, we plan to
develop methods to improve the performance of detect-
ing DiagnosticProcedure entities.

7. Conclusion
In this paper, we have described the construction of
VietBioNER, a novel Vietnamese NER corpus for the
biomedical domain. The corpus was annotated with 5
entity types: Symptom_and_Disease, Diagnostic Pro-
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cedure, Location, Organisation, and Date Time. Al-
though the corpus was constructed to support TB treat-
ment, we believe that models trained on the corpus
would be capable of recognising information about
other diseases in the biomedical and clinical domains.
In addition to constructing the data set and creating
two different benchmark settings, we also reported
performance of baseline systems using three differ-
ent approaches to NER. Experimental results showed
that the supervised learning method performs better
than dictionary-based and few-shot learning methods.
Specifically, the model using BERT-base model gives
better results than Bi-LSTM. While the results achieved
using few-shot learning method were lower than those
obtained using supervised learning, the former method
could still outperform the dictionary-based baseline.
Since few-shot learning is more practical for real life
applications, as it requires very little annotated data,
our initial baseline results provide motivation to further
investigate this type of learning approach.
Although the size of the corpus is relatively small com-
pared with other corpora in English, VietBioNER still
constitutes an important resource, given that, to our
knowledge, it is the first corpus of Vietnamese aca-
demic text that has been annotated with biomedical en-
tities. As such, it may be used in a variety of ways,
e.g. as a benchmark resource for use by the biomedi-
cal text mining community or to develop downstream
applications such as semantic search engines and text
classification tools.
In the future, we plan to label additional entity types
such as Drug, Laboratory Procedure, Therapeutic or
Preventive Procedure, as well relations between enti-
ties. We also plan to investigate whether the applica-
tion of other few-shot learning methods using our cor-
pus could result in improved model performance.
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