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Abstract
Reference annotated (or gold-standard) datasets are required for various common tasks such as training for machine learning
systems or system validation. They are necessary to analyse or compare occurrences or items annotated by experts, or to
compare objects resulting from any computational process to objects annotated (selected and characterized) by experts. But,
even if reference annotated gold-standard corpora are required, their production is known as a difficult problem, from both a
theoretical and practical point of view. Many studies devoted to these issues conclude that multi-annotation is most of the time
a necessity. Measuring the inter-annotator agreement, which is required to check the reliability of data and the reproducibility
of an annotation task, and thus to establish a gold standard, is another thorny problem. Fine analysis of available metrics for
this specific task then becomes essential. Our work is part of this effort and more precisely focuses on several problems, which
are rarely discussed, although they are intrinsically linked with the interpretation and the evaluation of metrics. In particular,
we focus here on the complex relations between agreement and reference (of which agreement among annotators is supposed
to be an indicator), and the emergence of a consensus. We also introduce the notion of consensuality as another relevant

indicator.
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1. Introduction

There is a broad consensus concerning the need for
gold-standard annotated datasets, and many annotation
campaigns aim at producing such datasets. Especially
in the Natural Language Procession (NLP) community
we come from, they provide a crucial element to study a
phenomenon, to evaluate or to train a system devoted to
the detection or the analysis of that phenomenon. How-
ever, the creation of such datasets is accompanied by
theorectical and practical issues, especially when an-
notated phenomena are complex and require fine inter-
pretation. When it is considered as impossible to reach
directly, the establishment of the reference is therefore
in practice often postponed, in favor of a confrontation
of multiple points of view on the same data. Indeed,
it is assumed that a significant agreement among anno-
tators is a necessary condition for the emergence of a
reference. A more debatable hypothesis assumes that
such an agreement is also a sufficient condition.

In order to clarify the methodological framework in
which reference data are produced, communities pro-
moting data-centric approaches tend to support works
directly devoted to these questions (Aroyo and Welty,
20155 |Oortwijn et al., 2021)). For example, in the NLP
community, we can mention (Fort, 2016) or (Mathet
et al., 2015), where it appears that measuring agree-
ment among annotators — a necessary prerequisite to
the establishment of a reference — is a difficult prob-
lem. These issues make it necessary to analyze avail-
able metrics, to compare them and to study their con-
ditions of interpretation, as in works such as (Artstein
and Poesio, 2008)) or (Mathet et al., 2012)).

In this paper, our main goal is to refine our understand-
ing of the way a consensus emerges and of its complex

relationship to the truth. In particular, we focus here on
the two following problems:

P1 Does a good inter-annotator agreement necessar-
ily give access to the truth? How to deal with the
risk of annotators agreeing on errors?

P2 How does the consensus emerge? If it is clear that
the overall agreement obviously depends on the
individual performance of each actor, how to mea-
sure its influence?

In Section [2 we present both the main goal and the
methodology of our approach. Section [3introduces the
annotation task and collected data on which our experi-
ments were carried out. We define the notions of agree-
ment, validity and consensuality in Sectiond] Section[3]
reports our analysis of the relationship between consen-
suality and performance. Finally, Section [§] provides a
few words of conclusion and presents some of our fu-
ture works concerning consensuality.

2. Goals and methodology
2.1.

In response to questions P1 and P2 supra, our main
goal is here to provide methodological recommanda-
tions for annotation campaign managers concerning i)
the interpretation of agreement measures and ii) the
tracking and, if at all possible, the filtering of unreli-
able or less reliable data (and/or annotators). For some
annotation tasks, a partial reference (the ground truth
for a part of the dataset) may be available and we aim
at exhibiting useful controls to do in this case. Further-
more, we want to determine what consequences can be

Guidelines for annotation methodology
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drawn from this when no reference is availble, which is
a very common caseE]

In short, our main goal is to highlight, by isolat-
ing them, various parameters and problems little com-
mented in the literature although intimately linked to
manual annotation and to the establishment of a gold
standard. The analysis of theses problems and bi-
aises should allow us to “’integrate as soon as possible
the compensation or control processes” (Braffort et al.,
2011), and therefore to improve annotation quality and
reliability.

And even if we carry out our expriments on a very spe-
cific dataset resulting from a very specific annotation
task, our main contribution concerns methodology: we
aim at providing generic and reusable guidelines and
verification procedures for controlling the process of
various annotation campaigns.

2.2. Global roadmap

In order to address problem P1, we have to carry out ex-
periments in a suitable context where the ground truth
is available. It is indeed necessary to set up ways of
studying the correlations beetween this reference and
the individual and collective productions, and ways of
observing the performance understood as the degree of
proximity to the ground truth.

In order to address problem P2, we introduce the no-
tion of consensuality, understood as the participation of
each annotator in the emergence of a consensus. And
we propose ways of observing the contribution of an
annotator to the agreement of a group.

Then we investigate the relationship between consen-
suality and performance, to find out, in particular,
whether the consensuality may be a performance pre-
dictor, useful even when no reference is available.

2.3. Requirements concerning the dataset

To carry out these observations, limiting biases and hid-
den parameters, we need an annotation campaign and a
dataset fulfilling the following requirements :

¢ An indisputable reference: Working with an
available and indisputable reference was our pri-
mary concern. Indeed, we want to observe the
delicate problem of the relationship between inter-
annotators agreement and ground truth reference
to which agreemeent is supposed to give access.

* A task with interpretation: To mimic literary or
linguistic annotation tasks, the selected task has
to imply a significant amount of interpretation, so

'For some annotation tasks, having a gold standard is
sometimes not necessary, possible or desirable, especially
when access to the truth is regarded as impossible. In this
study, we mainly focus on annotation tasks for which such a
reference is considered both possible and desirable, even if it
is not already available.

that annotations differ sufficiently among annota-

tors E]

* A task requiring no special training: For this
experiment, we want to limit the effects of anno-
tators’ skills on their annotations and we do not
want to deal with their training level (subject al-
ready discussed in (Dandapat et al., 2009; [Bayer]l
and Paul, 2011)). The annotation should therefore
be an easy task which should not require special
training or advanced skills.

e Scalar annotations: Scalar numerical annota-
tion (vs. nominal values), for each item, makes
it possible to finely quantify a) the performance
for each annotated item (i.e. the distance between
an annotated value and the reference value) and
b) the similarity between annotations produced by
several annotators

» Aggregatable annotations: We have to compute
and to compare performances within groups of an-
notators but also between such groups. Aggregat-
able annotations enable the computation of a col-
lective annotation, based on individual ones.

3. Annotation task and data
3.1. Annotation task

To take the constraints mentionned in Section into
account, we have chosen the task of estimating the age
of human based on photographs. This task fulfills all
the above mentionned requirements. Indeed, it is easy
to have access to the exact age at the time the photo-
graph was taken and then to an indisputable reference.
Age estimation relies on a sometimes difficult interpre-
tation of face’s visual characteristics and the resulting
annotations may consequently vary a lot for the same
photography from one annotator to another. Besides,
this task is one that everyone has faced before and it
does not require any special training. Finally, the nu-
merical nature of the annotations makes it possible to
finely quantify the difference between the truth and the
annotations, and to perform different mathematical op-
erations on them.

Admittedly, the age estimation does not immediately
concern the NLP domain we come from. However,

21t is important to point out that making all these require-
ments compatible may be a challenging problem. For exam-
ple, having an indisputable reference is all the more difficult
as the annotation process requires a significant amount of in-
terpretation. However, a compromise has to be found to limit
biases in our observations as much as possible.

3This constraint also meets the requirements of an other
work devoted to scalar annotations, involved in the same
project but not presented in this paper. Widely used in NLP,
for example for sentiment or opinon analysis (Bregeon et al.,
2019;|Bradley and Lang, 1999;|Kang et al., 2018)), such scalar
annotations make it for example possible to express polariry
and intensity. They are little studied from the inter-annotator
agreement point of view on wich our project focuses.
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we selected this specific task because it is possible and
quite easy to build the corpus and the reference and to
drive the annotation process without hidden parameters
and with few biases, making our observations easier
and more transparent. We also hope that our method-
ology and our protocols of observation can be general-
ized on other annotation tasks (in particular for textual
datasets to which NLP tasks are mainly devoted).

3.2. Biases for the age estimation

Even if age estimation is not, as such, the focus of
this study (devoted, more generally, to validity, agree-
ment and consensuality), it is nevertheless necessary to
take into account biases related to this specific task that
could affect our observations.

At first, the biases that annotators may face because of
the use of photographs have to be mentionned. Indeed,
the photograph’s quality (in color or black and white,
varied deteriorations, out of focus, etc.) may affect the
interpretation of the age.

More specifically, the use of photographs of famous
people may introduce other biases. The subjects are
usually well made up and know how to pose, and look
more younger or older according to their intentions.
The annotator can also recognize the celebrity and/or
an event, which sometimes makes her task easier... but
sometimes misleads her.

Concerning biases related to the annotation process,
(Clifford et al., 2018) mention two common important
biases. The first one is the serial dependency, whereby
the annotator tends to bring the person’s age on the ac-
tual photograph towards the age of the previous pho-
tograph. The second biais concerns the fact that young
people seem to be older than they are, whereas the older
seem to be younger.

(Vestlund et al., 2009)) also notice the same second biais
observed by (Clifford et al., 2018)), whereby we over-
estimate the age of younger people and underestimate
the age of older people. (Voelkle et al., 2012)) mention
a better age estimation when we are confronted with
portraits that are close to our own age group. Finally,
(Watson et al., 2016) note a tendency to bring the per-
son’s age closer to our own age.

3.3. Collecting the data

For our experiment, we built a corpus from 100 pho-
tographies (collected from WIKIMEDIA COMMONS) of
persons whose ages are within the range 3 months - 97
years.

A questionnaire, with each question displaying a por-
trait, was open for one day. The time required for an-
notating the 100 images was approximately 30 min-
utes, but each annotator was given one hour to com-
plete the task. Annotators were non-expert students, in
their twenties, who never participated in any annotation
campaign before, and who were unaware of the goal of
our study. The provided instruction was:

For each question, you will be presented with

a photograph of a human individual and you
will have to determine the age as accurately
as possible, which you will simply indicate
in the input field provided for this purpose
by entering a simple integer number corre-
sponding to your estimate.

52 annotators have taken part in the campaign, for a to-
tal of 4850 usable annotations. For this experiment, we
keep only the annotators who answered all the ques-
tions: in total, we keep 42 annotators.

3.4. First approach of annotations

Figure[I|provides a general overview of the productions
of all the annotators, and makes it possible to compare
their answers to the reference. It should be emphasised
that we model here the performance of a mean annota-
tor; we do not compare the annotators with each other.
On this graph, for each photography, the real age is a
dot and the average of estimated age is represented by
a square marker. Thus, it allows us to see the difference
with the reference and to see if annotators think people
are younger or older than they really are.

100
Real age
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80

260
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Annotated age

20 R

0 20 40 60 80 100
Real age (years)

Figure 1: Age given by annotators for each photogra-
phy

Two trends have to be noticed: (1) the annotators tend
to wrongly increase the age of young people; (2) they
tend to wrongly decrease the age of old people. This
observation confirms the conclusions of (Clifford et al.,
2018). It is not surprising that the estimated age of chil-
dren and teenagers remains fairly close to their actual
age, whereas estimated age of older people (beyond 30
years old) tends to be less accurate. Indeed, it is hard
to get several years wrong for a baby or child, but it is
more difficult to be that accurate for older people. We
also plot error bars, which support this interpretation:
while the annotations for the first photographs tend to
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be more clustered around the actual age, they seem to
be more disparate as the pictures illustrate older peo-
ples.

4. Agreement, validity, consensuality

On Figure[T] two main observations stand out:

1. There is a difference between the reference age
and the mean annotation, sometimes important;

2. There is variance among annotators, as revealed
by the error bars.

In this Section, we lay the foundations to examine the-
ses two points more closely.

4.1. Agreement and validity

It is important to distinguish between the notions of
agreement and validity, which are sometimes misun-
derstood or even mixed up:

* Agreement: in the context of multiple annotation,
an inter-annotator agreement measure attempts to
propose a degree of similarity between annota-
tions from distinct annotators;

e Validity: in the context of an automatic annota-
tion process, a validity measure attempts to pro-
vide a degree of similarity between a candidate
annotation and a reference (generally an annota-
tion judged valid by an expert). This terminology
is in accordance with (Krippendorff, 2013).

If these two types of measures can be similar since they
pronounce on similarities between sets of annotations,
let us mention a first fundamental difference: in case
of agreement, there is no reference, the entries all have
the same status, whereas there is a deep asymmetry in
case of validity, where we compare a candidate to the
“truth”.

Other differences may exist, such as the fact that in
agreement, there can be as many annotation sets as de-
sired (e.g. 10 annotators), while there are systemati-
cally 2 in validity. Besides, for agreement, measures
generally try to remove the part of chance involved in
the agreement among annotators. It follows that if sev-
eral annotators all annotate perfectly, their annotations
will be similar, and their agreement will be total. But
the reciprocal is unfortunately not established. For ex-
ample, annotators can agree (on all or part of the anno-
tated elements) without their annotations being valid,
because they can make the same mistakes.

4.2. Towards the definitions of consensuality

We will try to clarify the links between agreement and
validity. For an image i, y; denotes the reference and
x; o refers to the annotation of the annotator a over it.
N is the total number of images. Given a subgroup of
annotators, G = {aq, ..., a, }, we denote as |G/ its car-
dinality and o;(G) the variance of this subgroup over
image ¢. We define:
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* the annotator’s imperfection (the contrary of the

annotator’s performance) is calculated based on
formula[lk

N
1
imperfection(a) = N E (@i0 —pa)? (1)
i=1

This formula is similar to standard deviation.
When it is zero, corrresponding annotations are all
valid.

the annotators’ group imperfection is the av-
erage of all the annotator’s imperfections in the
group. See formula [}

|G|
Z imperfection(a,)

j=1

@)
When it is zero, all the annotations of all the an-
notators of the group are valid.

imperfection(G) = @l

the annotators’ group disagreement: we take
the variance of annotators on each image. The
disagreement is the average of this value for all
photos. See formula[3}

N
1
disagreement(G) = i Z o (G) (3
i=1

When this disagreement is zero, the annotators
have all, for each photo, given the same age (but
not necessarily the right one).

the annotator’s consensuality degree regarding
a group (to which she belongs) is given by the
algebraic difference between the disagreement of
this group deprived of this annotator a, and the
disagreement of this group. See formulaf] for the
annotator a € G:

consensuality (a, G) = disagreement(G \ a)
— disagreement(G)

“
If this algebraic value is positive, it means that this
annotator generates agreement, therefore that she
is consensual. Warning, the annotator’s consen-
suality degree is relative to the group considered.
We distinguish two ways of establishing individ-
ual consensuality:

— Initial Consensuality: for each annotator of
the considered group, we compute her con-
sensuality regarding the whole group, and we
sort the annotators according to their consen-
suality value.

— Progressive Consensuality: for this vari-
ant, we proceed in an iterative way. From
the initial consensuality, we remove the least
consensual annotator. We repeat the process



from the remaining subgroup, recalculating
at each iteration all the consensualities from
the remaining group. Thus, we try to keep,
little by little, the most consensual annota-
tors among those who are already the most
consensual.

These measures do not incorporate the notion of
chance, like the inter-annotator agreement measures
generally use. Indeed, we do not compare annotations
in order to establish a reference, but to observe the
agreements among different annotators and groups of
annotators and to sort them. Integrating a chance cor-
rection would not alter ordering and ranks.

5. Consensuality analysis

Unless otherwise indicated, figures read from right to
left, and from top to bottom.

5.1. Consensuality ranking versus

performance ranking

Consensuality ra
BREREENNN

ONPMOOWONROWOWON B
.

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42
Performance rank

* Annotators

Figure 2: Annotators’ ranks according to their perfor-
mance and their consensuality (here with progressive
consensuality, but the phenomenon is quite the same
with initial consensuality)

At first, we have computed the annotators’ consensu-
ality ranking. Figure [2| presents each annotator (mate-
rialized by a dot), arranged along two axes: her per-
formance rank is graduated on abscissa axis and her
consensuality rank on ordinate axis. Thus, the dots in
top right represent the least performing and least con-
sensual annotators; the dots in bottom left are the most
performing and most consensual annotators.

Ideally, what we would expect is that the dots take
place on a perfect straight line from top right to bottom
left, which would indicate that consensuality and per-
formance are directly correlated. In this ideal situation,
we would have the opportunity to know how performs
an annotator compared to others even in the absence of
a reference. Of course, and unfortunately, this is not
the case here. It is about to be the case in the top right

corner, where we can see that the 5 or 6 worst annota-
tors are also almost the least consensual, but the more
we go to the bottom left, the more scattered the dots.

From this first graph, we conclude that there is no
strong correlation between the annotators consensual-
ity and a good annotators’ performance.

5.2. Removing least consensual annotators

If we progressively discard least performing annotators
from our set, of course the global score will increase.

But in the absence of a reference, is it relevant to re-
move least consensual annotators to increase the global
score? In this section, we make a series of experi-
ments to understand what happens when progressively
removing annotators according to their lack of consen-
suality.

In the following graphs, the first dot (in top-right) cor-
responds to the whole set of annotators, then the second
dot corresponds to the whole set minus the least con-
sensual annotator, and so on till the last point which
corresponds to singleton containing the most consen-
sual annotator (at the left of the figure, but not neces-
sarily the bottom).

5.2.1. Group disagreement and annotator’s

performance evolution

First, we observe in figures [3| (for initial consensual-
ity) and [] (for progressive consensuality) the evolution
of group disagreement (abscissa axis) and individual
imperfection (ordinate axis) of the annotator removed
from the group. In the top right of the figures, all an-
notators are present, the disagreement is at its top, and
we are about to remove the least consensual annotator
(who is also the least performing one), and so on.

What we would ideally expect here is that we remove
annotators from worst to best, and so to get descreasing
curves. Of course, what we observe is different, but we
can see that it is the case at the beginning of the curves
(in top-right part). The curve of progressive consensu-
ality has a better behavior, which removes mainly worst
annotators till rank 15, whereas it is about rank 8 for
initial consensuality. We also see that the best annota-
tor is removed at rank 25 for progressive consensuality,
whereas it is at rank 10 for intial consensuality.

To conclude this part, we can see in these figures that
consensuality provides interesting clues about perfor-
mance at a global point of view (the curves are gloablly
descreasing). At an annotator level, we can only ob-
serve that first least consensual are also the least per-
forming annotators, but after rank 10, some really per-
forming annotators may unfortunately be removed.

For this reason, it is interesting to focus now on what
happens at group level rather than at annotator level
and ask the following question: does removing least
consensual annotator improve group performance? The
next section is devoted to this question.
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Figure 3: Removing the least consensual annotator each
time with initial consensuality
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Figure 4: Removing the least consensual annotator each
time with progressive consensuality

5.2.2. Group disagreement and group
performance evolution

Figure 3] follows the same principle as figure [} except
that instead of displaying the individual imperfection,
it displays the group imperfection on the vertical axis.
Initially, we notice a slow decrease in group imperfec-
tion: the removal of least consensual annotators allows
the overall imperfection to decrease. However, after the

©

o
PO e
T

~

6 I _pr

Group imperfection measure
- N w » w

(=}
o

25 5 75 10 125 15 17,5 20 22,5 25 27,5 30 32,5 35 37,5

Group disagreement

°Groups

Figure 5: Group imperfection by removing the least
consensual annotator each time (progressive consensu-
ality)

removal of the sixteenth annotator (from the right), we
observe a small rise in group imperfection. Other rises
in imperfection can be seen on the curve. In the light
of figure [ we can link these rises in group imperfec-
tion to the withdrawals of the best performing annota-
tors. Despite these withdrawals, group imperfection of
the most consensual annotators remains acceptable: we
could consider keeping only the 10% most consensual
annotators and still get good annotations.

5.3. Initial consensuality versus progressive

consensuality
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Figure 6: Imperfection of most consensual annotators

To support this last statement, we wanted to compare
the average imperfection of the most consensual anno-
tators found by each consensuality’s type. This com-
parison can be seen in figure[6] For a given percentage
of the most consensual annotators, we computed the
average of their imperfection (in other words, the more
their average tends towards 0, the better their group per-
formance). From this, a first tendency emerges from
the graph: the most consensual annotator groups ac-
cording to the progressive consensuality (curve with
square markers) obtain better averages than the groups
with the same number of annotators found with the ini-
tial consensuality. Although the curves are not strictly
monotonic, we also observe better group performance
when the number of selected annotators is lower.

Thus, in light of the previous analyses and of this graph,
one would have to prefer a small group of the most con-
sensual annotators, selected through progressive con-
sensuality, in order to collect better quality annotations.
Of course, such a conclusion cannot be generalised
without further similar experimentations on other data.
However, we can already point to comparable exper-
iments conducted in the context of crowdsourcing,
where collecting annotations from a crowd of diverse
annotators often leads to questions about the quality of
the data produced. For example, (Passonneau et al.,
2012) identify annotators whose annotations are most
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distinct from other annotators and then removes them
from the experiment; inter-annotator agreement is then
significantly improved, enough to indicate reliable an-
notation. In (Inel et al., 2014), the authors prefer to
study annotation disagreements in order to identify am-
biguous items, but disagreements also allow them to
identify annotators who stand out too much from other
annotators.

6. Conclusion and future works
6.1. Answers to problems P1 and P2

This article is an attempt to clarify the problems P1
and P2 introduced in the first section. To enable
progress towards their resolution, we proposed obser-
vation methods and tools, as well as an illustrative
dataset, all of which will be made available to the com-
munity.

P1 - Does a good inter-annotator agreement neces-
sarily give access to the truth? The answer is No.
A good inter-annotator agreement does not necessarily
imply access to the ground truth, contrary to a com-
mon hypothesis. This assumption should therefore be
applied with caution. However, the consensuality, ob-
served with care, may improve the establishment of the
reference from multiple annotations.

P2 — How does the consensus emerge? Answering
this question is the key to correctly exploit consensu-
ality. A good agreement value means that annotators
converge towards a consensusal annotation. In this pa-
per, we have defined the notion of consensuality, which
clarifies how an individual annotator behaves with re-
spect to the rest of her group. While it is clear that
individual consensuality does not necessarily depicts
performance, we have nevertheless shown that, for this
corpus and this group of annotators, the least consen-
sual are also the least performant annotators.

6.2. Recommendations concerning
annotation methodology

Through this study, we observed the relationships a)
between inter-annotator agreement and access to the
truth and b) between the performance of an annotator
and her consensuality in relation to a group of annota-
tors. From these experiements, we would like to high-
light the following conclusions and recommendations:

¢ Reusable ways of observations: Of course, these
experiments concern a very specific task on very
specific data (age estimation of human based on
photographs). Therefore, there is obviously no
guarantee that our observations on these data also
apply to other datasets (even if a counter exam-
ple on a specific dataset may be sufficient to in-
validate a general hypothesis). Let us empha-
size that our observations are less important than
the ways to achieve them, which are reproducible
and constitue the main contribution of this paper.

We recommend that managers of annotation cam-
paign carry out similar observations on their spe-
cific datasets.

* Partial reference as a necessity: Unsurprisingly,
we can confirm that agreement and consensuality
are not systematically a guarantee of performance.
Indeed, agreeing with others is only desirable in-
sofar as the others are themselves efficient, which
is unknown when a reference is missing. If a refer-
ence is available for the full dataset, their is obvi-
ously no need for multi-annotation, agreement or
consensuality measure. But for all other cases (the
most frequent ones), working without any partial
reference would be a very risky business. A par-
tial reference makes it possible to observe corre-
lations between performance and agreement, per-
formance and consensuality, for a given task and
a given group of annotators, and to make decision
for the whole dataset. Using iterative cycles of
multi-annotation, agreement measure and deliber-
ation, a partial reference should be established as
a gold standard as soon as possible.

* Consensuality measure to improve the annota-
tion process: Even if consensuality is not sys-
tematically a guarantee of performance, it makes
it possible, in the context of our experiment, to
some extent (which should be better specified with
other experiments), to filter out some of the an-
notators (the least consensual ones) in order to
increase the overall performance. It would obvi-
ously be premature and incorrect to conclude that
a universal protocol may be defined to filter out
undesirable annotators. Nevertheless, consensual-
ity can be used to identify the least efficient an-
notators quite efficiently, in order to check their
productions more carefully, to better understand
their misunderstaning, to further train them and to
update annotation instructions consequently.

* Progressive consensuality better than initial
one: To identify the least consensual annotators,
we have proposed and compared two types of
consensuality. In the context of this campaign,
progressive consensuality is clearly more efficient
than initial consensuality. Insofar as the data
coming from a not consensual annotator alter the
whole dataset and the whole consensuality net-
work, it seems more adequate, a priori, to com-
pute progressive consensuality. We suggest how-
ever, pending further experimentation, to compare
both consensualities to confirm that [

* Identify problematic items: Agreement among
annotators may vary significantly from one item

“It may be useful to note that they are very easy to im-
plement, since they only require a measure of agreement (not
necessarily chance corrected).
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to another. It is then necessary to setup methods
to monitor these variations and to identity prob-
lematic items. An interesting question concerns
their presence in a reference corpus. In all cases,
we recommand to keep track of the disagreement
they are subject to. A subsequent training or eval-
uation system will thus be able to modulate the
confidence of decisions made from these items.

6.3. Future works

The main goal of this paper was to highlight differ-
ent methods and tests for measuring annotators’ perfor-
mance and consensuality. But this paper only provides
a first approach of their complex relationship, which re-
quires further investigations. Our next works will fol-
low two main directions.

* From partial reference to global reference
thanks to homogeneous consensuality: A first
work will concern the possible contribution of
consensuality when a partial reference is avail-
able. Indeed, in some annotation campaigns, it
is possible but expensive to establish a reference.
We wish to see which are the least expensive
strategies allowing to obtain a reference on the
whole corpus from a multiple annotation on the
whole corpus and a reference on a fraction of it.
In particular, we will study the following ques-
tion: does a homogeneous consensuality on the
whole corpus allows us to know which annotators
are the most efficient on the whole corpus?

To measure homogeneity of consensuality, we
will split the corpus into several parts, and ana-
lyze to what extent the ordering of consensuality
of the annotators remains the same on these dif-
ferent parts (e.g. by the average of the variance of
the annotators’ rank). We wish to see if a strong
homogeneity allows us to ensure that the n% of
annotators who are both the best performing and
the most consensual on the part for which we have
areference are also the best performing n% on the
whole corpus.

¢ Collective intelligence and consensuality: The
dataset we are working on seems to be a good can-
didate to test the hypothesis of “collective intelli-
gence”, where the performance of a group may
outperform the average performance of its con-
tributing annotators. For exemple, let us consider
a group of 2 annotators, and let us assume that for
an item whose true age is 50, annotator 1 estimates
48, and annotator 2 estimates 52. The average ab-
solute error is 2 years. But for a virtual collective
annotator which averages the values estimated by
the group, this item will be given the true value.
Hence, we may expect a group response far better
than what individual scores would suggest, in par-
ticular if some of the annotators mutually compen-
sate their errors (for instance when one of them is

prone to underestimate ages, whereas another one
overestimates them).

More generally, we intend to work with two kinds
of group performance: the current one which av-
erages individual performances, and a new one,
corresponding to so-called collective intelligence,
defined as the performance of the average virtual
collective annotator. In this way, thanks to these
two complementary kinds of performance, we
hope to better understand the links between con-
sensuality and group performance and to improve
the methods for comparing initial and progres-
sive consensualities (including observation tools
of which Figure[6] gave a first simple overview).
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