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Abstract
This paper investigates the correlation between mutual gaze and linguistic repetition, a form of alignment, which we take
as evidence of mutual understanding. We focus on a multimodal corpus made of three-party conversations and explore
the question of whether mutual gaze events correspond to moments of repetition or non-repetition. Our results, although
mainly significant on word unigrams and bigrams, suggest positive correlations between the presence of mutual gaze and the
repetitions of tokens, lemmas, or parts-of-speech, but negative correlations when it comes to paired levels of representation
(tokens or lemmas associated with their part-of-speech). No compelling correlation is found with duration of mutual gaze.

Results are strongest when ignoring punctuation as representations of pauses, intonation, etc. in counting aligned tokens.
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1. Introduction

We provide an observational analysis of the interac-
tions between gaze and evidence of mutual understand-
ing in multiparty, multimodal communication. The
analysis is based upon the Multisimo corpus (Koutsom-
bogera and Vogel, 2018)), a multimodal corpus which
provides authentic task-based interactions among three
dialogue participants. Our starting point hypotheses are
that mutual gaze is in greater evidence at times of mu-
tual understanding than times without mutual under-
standing, and that asymmetric gaze of one participant
at another is in greater evidence at times without mu-
tual understanding. We think of significant linguistic
repetition as an index of mutual understanding.

Building on the works of [Vogel (2013) and Reverdy et
al. (2020), we investigate the relation between linguis-
tic repetitions and mutual gaze. Motivated by the rela-
tionship between linguistic repetition and mutual un-
derstanding, our assumptions are consistent with the
alignment theory developed by Pickering and Garrod
(2004; 120065 |2007)); repetition of linguistic forms pro-
vides evidence of a shared situational model, and there-
fore mutual understanding. We test imitative alignment
by counting the number of repeated and non-repeated
items per turn and analyze the interaction with both the
occurrence and duration of mutual gaze. This method
is a simplification of the approaches of [Vogel (2013)
and Reverdy et al. (2020) in that we explore a ratio be-
tween repeated forms and forms that could have been
repeated, without computing whether repetition levels
are significantly different from what might have been
expected by chance. The null hypothesis is that there is
no interaction between presence or duration of mutual
gaze and linguistic repetition.

The structure of this paper is as follows. The next sec-
tion addresses past works that focus on the role of gaze
and alignment in communication. The third section ex-

plains how data were retrieved. The fourth section de-
tails the methods that were used to synchronise the gaze
annotations, the turns as well as their speech tags. It
also describes how the Jaccard Index was implemented
to assess linguistic repetition, and how significance was
calculated between repetitions and gaze features. Even-
tually, section [5] provides the raw results and section [§]
discusses them. Section[7]concludes this paper by sum-
marising its mains objectives, findings and limitations.

2. Background research

2.1.

Gaze study has made its path to the field of technol-
ogy. For example, |Fan et al. (2018)) illustrates how “the
study of shared-attention helps a computer vision sys-
tem to better understand and interpret human activities
in images or videos” (p.3). Yet, eye movements may be
analysed at different scales of granularity. Taking into
account smaller units of gaze such as fixations and sac-
cades (Yarbus, 1967) requires specific recording mate-
rial to make possible the measurement of such a high
frame rate and detect such small variations in space. An
alternative is to calculate gaze using facial landmarks
and knowledge about the scenarios in which face-to-
face dialogue is recorded (McLaren et al., 2020). Such
a coarse-grained approach corresponds to what conver-
sation partners may consciously perceive. The latter
is all the more important that gaze is essential when it
comes to the theory of mind and non-verbal commu-
nication. The theory of mind can be defined as “the
ability to infer the psychological states; intentions, be-
liefs, desires, etc, of other individuals from non-verbal
cues” (Emery, 2000, p.582). Gaze is also characterised
by its double function: (1) the ability to perceive, as al-
ready discussed, and (2) the ability to express. This,
therefore, means that when we study gaze, we need
to know which function we want to investigate (Go-
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bel et al., 2015). In our case, since the negotiation that
leads to understanding is a back-and-forth movement
between these two functions, we will have to focus on
both: we can expect people to look at each other to both
perceive any facial expression that could support the
meaning that they are constructing and, almost at the
same time, produce cues that would give hints about
their understanding of the situation. Furthermore, mu-
tual gaze not only signals communicative intents and
initiates social interaction (Cary, 1978], in [Pfeiffer et al.
(2013))), but also indicates the willingness to pursue the
conversation (Jokinen et al., 2010) by showing what the
attention of the speaker and addressee are targeting. On
the other hand, averted gaze is a way to reduce cogni-
tive load and help focus on inner thoughts (Jording et
al., 2018). Looking away might also provide cues that
the person does not want to continue the interaction in
the same terms (Jokinen et al., 2010). Like many other
variables in human studies, gaze characteristics might
greatly depend on the individuals and set-ups in which
the interaction takes place. |Gobel et al. (2015)) as well
as McLaren et al. (2020), for instance, showed how
personality and hierarchy can impact gaze behaviours.

2.2. Understanding & Alignment

Conversation frequently involves negotiation and seek-
ing agreement. Even debating or arguing requires peo-
ple to, at least, agree on the terms of their disagree-
ment. Pickering and Garrod (2004; 20065 |2007) the-
orized about dialogue by developing the idea of align-
ment. To understand a dialogue, not only is it needed to
encode and decode messages, but also to align through
interaction. [Schober and Clark (1989) showed that,
when asked to reproduce a certain shape, overhearers
who could not interact with the instructor did not per-
form as well as actual addressees (who could commu-
nicate with the instructors and thus check on their un-
derstanding of the situation). It is a question of aligning
their mental state — or situation models (Pickering and
Garrod, 2004). Both the speaker and the addressee can
reach the mutual belief that they have built a common
ground. However, the belief that interlocutors share
the same common ground can never be perfectly ver-
ified, and mutual understanding is generally assumed
to be reached when both people lack evidence of mis-
understanding (Taylor, 1992; Vogel, 2013). We focus
on moments when people try to make sure that noth-
ing has been misunderstood and see how they proceed.
Pickering and Garrod (2004), showed that people can
rely on several linguistic and conceptual levels to dis-
cuss and eventually align their situation models. |Pick-
ering and Garrod (2007) describe modalities of align-
ment: alignment via beliefs about one’s interlocutor,
via an agreement between interlocutors, via feedback,
via physical co-presence, or via imitation. Imitation is
of interest here: through the development (even tem-
porary) of routines (Pickering and Garrod, 2006)), peo-
ple tend to reuse the same (normally) ambiguous terms

through conversation, but with the precise meaning es-
tablished during the exchange. They claim that people
tend to reuse the same grammatical structures, copy-
ing the structure of their interlocutor’s answers. To
study these different levels of linguistic alignment (lex-
ical, syntactic, and even phonetic), they detailed the
widely used Interactive Alignment Model (IAM) (Pick-
ering and Garrod, 2004). We base our experimental
design on the work of Reverdy et al. (Reverdy and
Vogel, 2017aj Reverdy and Vogel, 2017b; Reverdy et
al., 2020) in which they proved that significant repeti-
tions are witnessed in five levels of linguistic represen-
tation: three in-isolation levels: (1) token, (2) part-of-
speech, and (3) lemma; and two paired levels: (1) token
+ part-of-speech, and (2) lemma + part-of-speech. Us-
ing lemmas and not only tokens allows to focus on con-
ventional forms, for more qualitative results (Reverdy
and Vogel, 2017b). Studying parts-of-speech, on the
other hand, allows, for n-grams with n > 2, to high-
light the grammatical structures that are being repeated.
In comparison, unigram repetitions might possibly just
reflect lexical repetitions (Doyle and Frank, 2016). Re-
itter and Moore (2007) consider that studying syntac-
tic alignment is often more relevant than lexical one:
lexical priming is difficult to distinguish from the vo-
cabulary that is simply required by the topic. A chal-
lenge is that no method of calculating alignment is
universally accepted (Doyle and Frank, 2016)). Prior
works mentioned (Reverdy and Vogel, 2017aj; Reverdy
and Vogel, 2017b; Reverdy et al., 2020) classify ob-
served repetition as significant or not by comparing
the forms of repetition observed in actual dialogues
with that found in turn-based randomizations of the di-
alogues. This is meant to adjust for the fact that be-
cause words in closed-class part of speech categories
are high-frequency, chance repetition is expected.

In this paper, we examine the ratio between the items
that were repeated in relation to the items that could
have been repeated but were not, as a fraction of to-
tal items (a Jaccard index), without reference to ran-
domized counterpart dialogues. Our motivation for this
simplification is that the former model is appropriate
only for complete dialogues; however, the measure ex-
plored here could be used in live dialogues as they un-
fold (assuming accurate transcription and gaze infor-
mation can be made in real time). Thus, there is im-
portance to determining its efficacy. First, it is impor-
tant to note that assessing the overall similarities of all
interlocutor’s productions is not enough: it does not
allow to draw any conclusion on the impact of what
one previously said on the current production (Mehler|
et al., 2011). Temporal cues are therefore crucial and
we do so by comparing successive turns (Reverdy et
al., 2020), as opposed to reaching arbitrarily far back
within conversations (Reitter and Moore, 2007). Also,
methods may differ in their counters: some consider
utterances as “bags of words” and take into account all
the n-grams, as in a multiset, whereas some prefer to
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only see them as sets and therefore rely on types of n-
grams. Moreover, calculation models differ (Mekhaldji,
2000) in that some research only relies on counts while
others take into account the length of the utterance and
approach it as a frequency. Finally, there seem to be
“contagion effects” which show that linguistic align-
ment can be accompanied by non-linguistic features
such as the imitation of facial expressions (e.g. |Bave-
las et al. (1986)) and gesture alignment (Pickering and
Garrod, 20065 |Oben, 2018)), providing prior evidence
that our hypotheses regarding relations between mutual
gaze and linguistic repetition might be verified.

3. Data Collection

3.1. The Multisimo Corpus

The Multisimo corpus (Koutsombogera and Vogel,
2018) is a multimodal corpus that investigates collab-
oration in three-party conversations. It is made of 18
dialogues of about 2,000 — 3,000 words each. Each di-
alogue includes two players and one facilitator. They
all play a game in which the two participants have to
guess and rank the most popular answers to three ques-
tions. The facilitator introduces the game and the tasks
and provides feedback. Dialogues are recorded with a
set of frontal view cameras and microphones. Although
there were only three facilitators for the entire corpus,
each dialogue involved new players. These collabora-
tive tasks were carried out in English, but only 12 of
the 36 were native speakers. A variety of nationalities
was represented among the rest of the players and the
facilitators. There were 20 male and 16 female partici-
pants divided into 6 mixed groups, 5 groups with only
female participants, and 7 with only male participants.

3.2. Annotation of Gaze Tags

All dialogues were manually annotated with gaze tags
within ELAN (Brugman and Russel, 2004). One tier
was created for each of the three participants and four
labels were used to describe the different gaze behavior
of the participants:

1. GAZE_PLAYER_1 when the participant was
looking at player 1,

2. GAZE_PLAYER 2 when the participant was
looking at player 2,

3. GAZE_FACILITATOR when one of the players
and was looking at the facilitator, or

4. GAZE_AWAY, when the participant was not look-
ing at any of the two other persons around him.

Three MUTUAL_GAZE tiers were automatically gen-
erated, comparing two tiers at a time, corresponding
to a pair of participants: (1) Player 1 & Player 2, (2)
Player 1 & Facilitator, and (3) Player 2 & Facilitator.

3.3. Retrieving Utterances

The Multisimo corpus already contained manually
made speech transcriptions created using Transcriber

(Barras et al., 1998) and then synchronised with the
other time-labelled annotations in ELAN. For this pa-
per, we trusted the annotators’ choices in turn individ-
uation and punctuation. For the latter, they used com-
mon sense: full stops were placed when a coherent con-
tribution was being concluded and coincided with ade-
quate voice pitch. Commas and question marks relied
on the audio and on semantic and syntactic cues such as
clear enumerations, interrogative forms, etc. Analyses
we describe below take punctuation into account as to-
kens. The use of square brackets indicates lengthened
vowels, disfluencies [eh, ah, etc.], and laughter [laugh].

3.4. Annotation of the Speech Tags

To measure the same linguistic levels of representation
as Reverdy et al. (2020), part-of-speech and lemma
tags were required. We used TreeTagger (Schmid,
1994), whose reliability makes it a very frequently used
tool in the literature (Moreau et al., 2019). It is a proba-
bilistic part-of-speech and lemma tagger that makes use
of decision trees relying on the context and a lexicon to
determine the appropriate tags. By default, it is trained
on a tagged training sample of the Penn Treebank cor-
pus. Tested on another excerpt of the same corpus, it
can reach up to 96% of accuracy (Schmid, 1994). How-
ever, as we run it on speech data, we cannot expect such
high accuracy. Dialogues differ quite a lot in that they
may include words that are not part of the lexicon (e.g.
contractions such as “gonna”), sentences and words
truncated or split by the words of another speaker, hesi-
tations, and transcription special characters not belong-
ing to standard written texts. Thus, there are reasons to
worry about the use of a context-based tagger trained
on a different genre of data. To evaluate it, the arbitrar-
ily selected dialogue S02 (2696 lexical tokens), as well
as other samples stratified to satisfy similar proportions
as the ones observed in the overall corpus in terms of
sex, familiarity, and age (1000 tokens in total, i.e. 2%
of the overall data set) were manually annotated and
compared to the tags obtained from the tagger. This
showed that overall part-of-speech accuracy can be sat-
isfied with minimal revision of the tags by defining a
table of substitutions (table[T)). To improve lemmatiza-
tion, the original tokens were used when the word was
not part of the tagger’s vocabulary, and “+” signs mark-
ing elongated vowels were removed. All these changes
allowed our part-of-speech tags and our lemmas to be
respectively 93.80% and 97.01% accurate.

3.5. Punctuation in Speech Transcription

Speech transcriptions often integrate conventions of
written language into the spoken one. Some can be
misleading, for instance, capital letters. Every new sen-
tence was introduced by a capital letter, but this creates
a distinction between sentence initial and sentence me-
dial tokens that is spurious for our analysis. We thus
lowercased all tokens. Punctuation use was mainly left
to the appreciation of the transcriber without prior mea-
surements. Full stops were inserted when a coherent
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Token \ Tag \ Meaning of the Tag
laugh | laugh laugh
ok UH Interjection
eh UH Interjection
did VDD Verb do past tense
do VDP | Verb do present tense (1,2,3P)
does VDZ Verb do present tense (3S)
done | VDN Verb do past participle
thanks | UH Interjection
Z E E
? ? ?
hm[...] UH Interjection
1l...] UH Interjection

Table 1: Substitution table

contribution was concluded, same common sense for
commas and question marks. On one hand, it still re-
flects how an external listener perceived the speech,
on the other hand, it cannot be said with certainty to
be expressing exactly what the speakers wanted to ex-
press and might be influenced by the written reflex of
the transcriber. To test the impact of punctuation on
our method to measure alignment, we, therefore, cre-
ated two sets of data, one which included punctuation,
and another one which did not. All the upcoming steps
were thus executed on both.

4. Methods
4.1. Synchronisation of Gaze Tags &
Utterances

Once all our data were gathered, one difficulty was left:
since both gaze annotations and utterances are tem-
porally delimited, how can they be synchronised and
clearly represented to allow the best possible analyses?
A matrix was created on the basis of one line equals
one turn. The starting and end time of both the turns
and mutual gazes were compared, and the utterance
line was duplicated as many times as a mutual gaze oc-
curred, even partially, during the same time interval. In
the case where the utterance did not match any mutual
gaze, the columns about gaze were completed with pre-
defined values such as: mutual gaze number="“0". An
example matrix can be found in table[2]

4.2. Calculation of Self-Shared and
Other-Shared Repetitions

As pointed out in Section [2] there is no consensus on
methods to measure alignment. We clarify here the
method we have used. Since we are working on a three-
party conversation, one person can be responding to
two people at the same time: therefore, it is not just
the previous utterance that should be considered, but
the last one of every single speaker. A register keeping
track of the last enunciation of each participant was cre-
ated. We then computed a Jaccard Index, counting both

the number of n-grams (1 < n < 3) from the previous
turns that were repeated and those that could have been
repeated but that were not. As they appear function-
ally distinct in conversations, we both measured self-
repetitions and other-repetitions [1_-] separately. Indeed,
the main distinction being that while other-repetition is
obviously signalling grounding and involvement, self-
repetition seems to be rather indicating discourse plan
perseverance and allows the person to keep the floor
(Koutsombogera and Vogel, 2019).

The process is repeated for each level of linguistic
representation (token, lemma, part-of-speech, token +
part-of-speech, and lemma + part-of-speech), and each
dialogue. This extended set of repetitions being moti-
vated by the analysis of the extent to which repetition
across levels of linguistic representation can be related
to mutual understanding (Reverdy and Vogel, 2017b),
this paper contributes to the study of this relation.

4.3. Comparing Repetitions & Gaze
Annotations

We consider mutual gaze data through two intuitive
variables: one is the presence or absence of mutual
gaze, the other one is the duration of such a gaze. The
binary scale expliciting the presence or absence of mu-
tual gaze was paired with the repetition index of ev-
ery single instance, and the significance between these
variables was assessed using a Chi-Squared test. Each
gaze duration for each turn was individually consid-
ered. This variable was compared with the repetition
index per n-gram and type of repetition and evaluated
using Spearman correlation test (as our data do not con-
form to a normal distribution).

5. Results

5.1. Presence of Mutual Gaze and Repetition

The first step in our analysis is to assess whether we
can reject the null hypothesis stating that there is no re-
lation between mutual gaze and repetition. The counts
of repetition paired with the complement category of
items that could have been repeated but were not, along
with the presence or absence of mutual gaze are thus
compared according to two dimensions, in four differ-
ent situations. The two dimensions correspond to (1)
the five levels of representation (token, part-of-speech,
token, lemma, token + part-of-speech, and lemma +
part-of-speech), and (2) the length of the n-grams (from
n = 1 ton = 3). The four situations are (1) the case of
other-shared repetitions when punctuation is counted,
(2) the case of self-shared repetitions when punctua-
tion is counted, (3) the case of other-shared repetitions
when punctuation is not taken into account, (4) the case
of self-shared repetitions when punctuation is ignored.
The contingency test results are reported in Tables [3]
Ml Bland[6] Two meta-analyses were then run. Table
lists the counts of x? tests that resulted in significance

"We refer to these also as self-sharing and other-sharing.
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Speech Tags
Turn Mutual Gaze Token Lemma  Part-of-Speech
Hey None hey hey UH
Hi MGl hi hi UH
Hello Leah MGl hello, leah hello, leah UH, NP
Hello Leah MG2 hello, leah  hello, leah UH, NP

Table 2: Made-up example of the matrix that aligns turns, mutual gazes and speech tags. Mutual Gaze MGl
occurs both during turn “Hi” and turn “Hello Leah”. Two gazes (MG1 and MG2) occur while “Hello Leah” is

being uttered. UH=Interjection, NP=Proper Noun

n-grams,n = 1 n-grams,n = 2 n-grams,n = 3
Level X2 p X2 p X2 p
Token 36.272  1.72E-09 5.4979 0.01904 | 2.4851  0.1149
POS 2499  <2.2e-16 | 59.463 1.25E-14 | 12.664  0.0003728
Lemma 46.374 9.77E-12 | 5.2342 2.22E-02 | 1.1553  0.2824
Token+POS 12.801 0.0003464 | 0.028789  0.8653 0.20761  0.6486
Lemma+POS | 10.375 0.001277 | 0.0041934 0.9484 0.17917 0.6721

Table 3: 2 statistics and p-values resulting from the interaction of Mutual Gaze being present or not and items
being other-repetition or not; punctuation counted; each is a 2 x 2 contingency table, therefore with 1 degree

of freedom. POS = Part-of-Speech

(p < 0.05) or not in relation to the length categories
associated with n-grams considered. Table [8]shows the
counts corresponding to the relationship between sig-
nificance and level of linguistic representation.

The analysis shows significant results in all contexts:
there are significant relations between the presence of
mutual gazes and the self-shared and other-shared rep-
etitions no matter whether punctuation is counted or
not. Yet, what is striking is that out of the 34 signif-
icant instances, 18 are unigrams. Indeed, unigrams
are not proved significant only for the paired levels
of representation (token and lemma + part-of-speech)
when punctuation is counted. When it comes to bi-
grams, only those in isolation (token, part-of-speech,
and lemma) are significant. For trigrams, parts-of-
speech are the only level for which significance ap-
pears. The two meta-analyses which led to table
and table [8] can confirm the relevance of our two di-
mensions (levels and lengths of repetitions). The first
meta-analysis asks the question of whether there is an
interaction between sequence length and the determi-
nation of significance in the underlying test of inter-
action with mutual gaze, and the second meta anal-
ysis tests whether there is an interaction between the
linguistic levels and the determination of significance
in the underlying tests. Both meta-analyses were con-
ducted using x? tests on the contingency tables of test
outcomes (Table[7]and Table [3).

Both meta-analyses reveal significant interactions (P-
values < 0.05 entailing that both the linguistic levels

*Interaction between sequence length and significance:
x? = 20.09, df= 2, p < 4.339e — 05; Interaction be-
tween linguistic level and significance: x* = 19.955, df= 4,

and the length of repetitions interact with the signifi-
cance or non-significance of the underlying tests. In-
spection of residuals in x? tests helps identify the lo-
cus of interaction In meta-analysis of the interaction
with sequence length, significantly fewer (R = —2.26)
underlying tests were not significant for unigrams than
would be expected if there were no interaction with se-
quence length; significantly fewer (R = —2.18) un-
derlying tests were significant for trigrams than would
be expected; significantly more (R = 2.49) underlying
tests were not significant for trigrams than would be
expected under the null hypothesis. For the interaction
between linguistic levels and significant outcomes in
the underlying tests, inspection of residuals show that
there were significantly fewer (R = —2.28) tests in-
volving POS tokens than would have been expected if
there were no interaction between linguistic levels and
outcomes in the underlying tests.

5.2. Mutual Gaze Duration and Repetition

Another part of our study investigated the correlation
between mutual gaze duration and repetition counts rel-
ativized to the counts of items that could have been re-
peated. The null hypothesis, in that case, was HO: there
is no relation between mutual gaze duration and repe-
titions measured using the Jaccard index. These data
did not follow a normal distribution; thus, a Spearman
correlation test was conducted. Again there are three

p = 0.0005098.

3Residuals with magnitude between 2 and 4 are signifi-
cant (p < 0.05); residuals with magnitude greater than 4 are
highly significant (p < 0.001). The sign indicates the direc-
tion of divergence between expected and observed values.
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n-grams,n = 1 n-grams,n = 2 n-grams,n = 3
Level X p X p X P
Token 70.724 <2.2e-16 | 6.595 0.01023 2.99E-28 1
POS 317.54 <2.2e-16 | 80.628 <2.2e-16 14.335 0.000153
Lemma 97.116 <2.2e-16 | 12.707  0.0003643 | 0.18828  0.6643
Token+POS 1.4719  0.2251 0.18024 0.6712 1.1845 0.2764
Lemma+POS | 0.3333 0.3333 0.92186 0.337 0.18594  0.6663

Table 4: 2 statistics and p-values resulting from the interaction of Mutual Gaze being present or not and items
being self-repetition or not; punctuation counted; each is a 2 x 2 contingency table, therefore with 1 degree of
freedom. POS = Part-of-Speech

n-grams,n = 1 n-grams,n = 2 n-grams,n = 3
Level xX° p xX* P X p
Token 16.138  5.89E-05 8.809 0.002996 | 2.11 0.1463
POS 243.87 <2.2e-16 | 61479  4.48E-15 | 13.248 0.0002728
Lemma 25.58  4.23E-07 7.5885  0.005874 | 1.1872 0.2759
Token+POS 13.092  0.0002965 | 0.11381 0.7358 0.030156  0.8621
Lemma+POS | 11.213 0.0008121 | 0.50578 0.477 0.065683  0.7977

Table 5: 2 statistics and p-values resulting from the interaction of Mutual Gaze being present or not and items
being other-repetition or not; punctuation not counted; each is a 2 x 2 contingency table, therefore with 1

degree of freedom. POS = Part-of-Speech

(for each length of n-gram between one and three)
times five (for each level of linguistic tokenizations)
times two (for other-sharing and self-sharing) times
two (for counting punctuation or not), that is, 60 tests
conducted. Even though some p-values were signifi-
cant, the correlation coefficient was always less than
0.01. Therefore, the null hypotheses saying that there is
no existing correlation between the duration of mutual
gaze and repetitions could not be rejected. Because of
the overwhelming null effect, in the interest of brevity
we do not report here the complete table of results.

6. Discussion

6.1.

6.1.1. Levels of Representation in Isolation

Similarly to Reverdy et al. (2020) who worked on the
same corpus and used a related alignment method, one
of the questions that naturally arises from our analy-
sis is whether there are some differences between the
different linguistic levels of representation used when
tokenizing and determining repetition. The analysis of
the linguistic levels of repetition in interaction with the
presence of mutual gaze suggests a number of remarks
to answer this question. One of them is perceptible as
soon as the p-values of all the individual contingency
tables are calculated: is part-of-speech level a better
predictor of the presence of mutual gaze? This ques-
tion is based on two simple observations: first, part-
of-speech is the only level to still be significant when
considering trigrams; second, its residuals also usually
show the greatest magnitudes (R > 10). The conclu-
sion thus drawn that part-of-speech sequences involve

Mutual Gaze and Linguistic Repetition

the linguistic level where the interaction with presence
of mutual gaze is most stark (and therefore possibly
the only one to consider in an optimised practical ex-
ploitation of our results) is all the more tempting that
it echoes the work of |Reitter and Moore (2007) show-
ing that syntactic alignment might be the most relevant
types of alignment to address.

However, that a single level can be identified as hav-
ing strongest positive interactions does not dismiss the
fact that found significant interactions between tokens,
parts-of-speech, lemmas, and the presence of mutual
gaze, both for other-shared and self-shared repetitions.
Oben (2018) showed similar results, even though the
chronology was not exactly the same: if the person had
been looking at the face of the speakers while they were
talking, there were more chances for them to reuse
the same vocabulary. This positive correlation in both
types of repetitions therefore indicates more collabora-
tion when they are looking at each other. They might
want to check either that they have well understood
what the other has just said, or that they are well un-
derstood themselves.

6.1.2. Paired Linguistic Levels and Repetition

Paired linguistic levels of repetitions (token + part-of-
speech, and lemma + part-of-speech) were introduced
in Reverdy and Vogel (2017a) and required more re-
search to back up their relevance. When taken in iso-
lation, unigrams of token, lemma, and part-of-speech,
all proved to be significant under all conditions. On the
contrary, out of the eight possible instances in which
unigrams of token + part-of-speech, and lemma + part-
of-speech were tested, only six showed that their repe-
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n-grams,n = 1 n-grams,n = 2 n-grams,n = 3
Level X p xX* P X2 p
Token 53.419 2.69E-13 | 47997  0.02847 0.24214  0.6227
POS 306.65 <2.2e-16 | 83.497 <2.2e-16 17.761 2.50E-05
Lemma 79.783 <2.2e-16 | 10.92 0.0009475 | 1.3245 0.2498
Token+POS 6.3182 0.01195 0.97688 0.323 1.0491 0.3057
Lemma+POS | 5.0635 0.02444 0.23492  0.6279 8.45E-27 1

Table 6: 2 statistics and p-values resulting from the interaction of Mutual Gaze being present or not and items
being self-repetition or not; punctuation not counted; each is a 2 x 2 contingency table, therefore with 1 degree

of freedom. POS = Part-of-Speech

Significance

p < 0.05
p > 0.05

n=2|n=3
12 4
8 16

Table 7: Counts underlying meta-analysis of x? test outcomes: the interaction between significance and the length

of n-grams, each n, 1 < n < 3 as a distinct category.

titions were significantly related to the presence of mu-
tual gaze, excluding the exact same context for both
levels: the case in which we were investigating self-
shared repetitions with punctuation being counted as
possible repetitions. Since Reverdy and Vogel (2017a)
showed significant repetitions when all the different
levels were simultaneously taken into account, but not
when each level was taken separately, it was deemed
pertinent to exploit the outcome of the meta-analysis
presented in which significance was assessed through-
out all levels of repetition. Indeed, it showed overall
significance, and confirmed that these levels of repre-
sentation are worthwhile categories to look at. Fur-
thermore, the absence of one or two heavy constituents
(most Pearson residuals being comprised between -2
and +2 for every level), as well as the change of pattern
(both for the meta-analysis, and for the in-depth inves-
tigations) pointing out real distinctions between paired
and in-isolation levels should motivate the considera-
tion of all these five levels. Results for the paired levels
of repetition (i.e token + part-of-speech, and lemma +
part-of-speech) display totally different patterns since
they are negatively correlated to the presence of mutual
gaze, which might indicate two things: first, a certain
independence between the levels (i.e paired levels can-
not just be interpreted as the intersection of parts-of-
speech, and tokens or lemma); second, a difference in
the kinds of information conveyed. Further analysis, al-
beit rather hypothetical, might suggest that clear para-
phrasing entailed by paired levels leads to the absence
of mutual gaze. Could that mean that people tend to
look at each other when they talk about the same thing,
when they try to adapt to the other’s discourse, or see
that they need to repeat themselves to help their inter-
locutor? But that, when the repetition is too obvious
and mutual understanding is deemed so certain, the at-
tention’s scope of the speaker and listeners switches to

something else? To look deeper into these hypothe-
ses, it would have been interesting to know exactly
who the participants involved in the mutual gaze were,
and what was the attitude of participants when no mu-
tual gaze was occurring. Finally, the meta-analysis
meets with the results obtained in |[Reverdy and Vogel
(2017b): both token + part-of-speech, and lemma +
part-of-speech levels behave likewise. As they sug-
gested, this could be explained by 2 factors: either
the complexity of the task only led participants to use
basic vocabulary with not too many inflexions, espe-
cially since most of the participants were non-native
speakers; or maybe inflexions would be more relevant
for other languages than English (Reverdy and Vogel,
2017b).

6.2. Contribution to the Methods

6.2.1. The Evaluation of Part-of-Speech and
Lemma Tags

Our data and methods were similar to [Reverdy et al.
(2020). Yet, some improvements were tested in this pa-
per. The first one being that we conducted an in-depth
evaluation of the tags, which had not been done in pre-
vious works on this corpus. Doing so, we minimised as
much as possible tagging errors and made as relevant as
possible the use of these tags for the planned analyses.

6.2.2. Contribution of Punctuation

We tested two ways to count repetitions. The first one
included the repetitions of punctuation when count-
ing the number of repeated n-grams, the second did
not. The goal of this manipulation was to establish
whether punctuation should or should not be taken
into account for this kind of repetition measurement
method. Our results showed overall more significance
without punctuation. Indeed, not only two more in-
stances were deemed significant for unigrams (token
+ part-of-speech, and lemma + part-of-speech for self-
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Significance | Token | POS | Lemma | Token+POS | Lemma+POS
p < 0.05 8 12 8 3 3
p > 0.05 4 0 4 9 9

Table 8: Counts underlying meta-analysis of x? test outcomes: the interaction between significance and the level

of linguistic tokenization in repetition counts.

shared repetitions) but it also led to greater significance
in the case of token and part-of-speech other-shared bi-
grams (p < 0.01, as opposed to p = 0.02 when punc-
tuation is included). Removing punctuation from the
count of repetitions gives more weight to lexical items.
As punctuation conventions adopted by annotators are
influenced by written works they do not always per-
fectly apply to speech data and might sometimes fail to
reflect the speaker’s intentions, potentially confound-
ing the interpretation of punctuation symbols.

6.2.3. Lack of mutual gaze duration effects

We hypothesized a relation between gaze durations and
the magnitude of repetitions. However, our way to con-
sider duration did not lead to significant results. One
could argue that there must not be any link between
mutual gaze duration and repetitions; however, the null
result may also be an artifact of the manner in which
we individuated gazes and their durations in relation to
turns. Indeed, our experiment took the whole length
of any mutual gaze occurring simultaneously with the
utterance, but did not record the time without mutual
gaze. Thus, further research could investigate dura-
tion differently. This should find a way to deal with
the same gazes spanning several utterances, and, con-
sequently, only representing a very small proportion of
the actual utterance. Such study might also take into
account the moments when no mutual gaze occurs, and
the duration of other types of gaze, etc. This could be
done by reversing the organisation of the data. Instead
of being individuated by utterance, it could be individ-
uated by gaze. In such a case, moments without mu-
tual gazes could be analysed to help describe what the
gaze patterns are when people are not looking at each
other. Also, a weakness of our study is that we have not
taken into account whether the speaker was involved
in the mutual gazes co-temporal with utterances. This
could also be given a more in-depth analysis in future
research. A Wilcoxon rank sum test showed a very
significant interaction (W = 40975016, p = 5.941e-10)
between mutual gaze duration and familiarity: partic-
ipants did share longer looks when they did not know
each other (mean = 2,146.83 ms) than when they did
(mean = 1,841 ms). Further investigations of gaze du-
ration might therefore want to control these variables.

7. Conclusion

Our main aim here was to investigate a possible re-
lation between linguistic repetition and gaze. We fo-
cused on two features of mutual gaze: its presence (or

absence), and its duration. Repetition was assessed
in real time through different levels of linguistic rep-
resentation and different lengths of n-grams. Our re-
sults, albeit mainly significant for unigrams and bi-
grams showed that there exists a positive correlation
between the presence of mutual gaze and the number
of repetitions for in-isolation levels (i.e. when partici-
pants look at each other, it is more likely that they will
repeat the tokens, lemmas or parts-of-speech that were
previously said). The correlation turns out negative
when relating mutual gaze to paired linguistic levels
of repetition (tokens and parts-of-speech, and lemmas
and parts-of-speech). This highlights that there must be
something behind paired levels of repetition. Not only
are they relevant, but they must reflect different kinds
of information.

This paper also adds to the methodology of alignment.
First, it details an instantaneous — as opposed to post-
hoc — way of measuring alignment. Second, it inves-
tigates different levels of linguistic repetitions and dif-
ferent lengths of segments. Finally, it highlights the
optional character of punctuation in transcripts. Yet, as
for our experimental design, it could certainly be im-
proved, and our results should be qualified by pointing
out limitations. We individuated our data per utterances
and mutual gaze, glossing over what other gaze pat-
terns could have been, and giving excessive weight to
utterances containing mutual gazes, without identify-
ing which participants were actually involved in them.
Furthermore, all mutual gazes included in a sentence
were not necessarily initiated by the given utterance,
but could have just had some milliseconds of overlap.
Although this might have confounded effects associ-
ated with the duration of mutual gaze, it also leaves
room for further follow-up studies.
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