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Abstract
Language models are ubiquitous in current NLP, and their multilingual capacity has recently attracted considerable attention.
However, current analyses have almost exclusively focused on (multilingual variants of) standard benchmarks, and have relied
on clean pre-training and task-specific corpora as multilingual signals. In this paper, we introduce XLM-T, a model to train and
evaluate multilingual language models in Twitter. In this paper we provide: (1) a new strong multilingual baseline consisting of
an XLM-R (Conneau et al., 2020) model pre-trained on millions of tweets in over thirty languages, alongside starter code to
subsequently fine-tune on a target task; and (2) a set of unified sentiment analysis Twitter datasets in eight different languages

and a XLM-T model fine-tuned on them.
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1. Introduction

Multilingual NLP is increasingly becoming popular. De-
spite the concerning disparity in terms of language re-
source availability (Joshi et al., 2020), the advent of
Language Models (LMs) has indisputably enabled a
myriad of multilingual architectures to fluorish, ranging
from LSTMs to the arguably more popular transformer-
based models (Chronopoulou et al., 2019; |Pires et al.!
2019). Multilingual LMs integrate streams of multilin-
gual textual data without being tied to one single task,
learning general-purpose multilingual representations
(Hu et al., 2020). As testimony of this landscape, we
find multilingual variants stemming from well-known
monolingual LMs, which have now become a standard
among the NLP community. For instance, mBERT from
BERT (Devlin et al., 2019), mT5 (Xue et al., 2020)
from T5 (Raffel et al., 2020) or XLM-R (Conneau et al.,
2020) from RoBERTa (Liu et al., 2019)). Social media
data, however, and specifically Twitter (the platform we
focus on in this paper), seem to be so far surprisingly ne-
glected from this trend of massive multilingual pretrain-
ing. This may be due to, in addition to its well-known
uncurated nature (Derczynski et al., 2013)), because of
discoursive and platform-specific factors such as out-of-
distribution samples, misspellings, slang, vulgarisms,
emoji and multimodality, among others (Barbieri et al.!
2018}; |Camacho-Collados et al., 2020). This is an im-
portant consideration, as there is ample agreement that
the quality of LM-based multilingual representations is
strongly correlated with typological similarity (Hu et
al., 2020), which is somewhat blurred out in the context
of Twitter.

In this paper, we bridge this gap by introducing a toolkit
for evaluating multilingual Twitter-specific language
models. This framework, which we make available
to the NLP community, is initially comprised of a

large multilingual Twitter-specific LM based on XLM-
R checkpoints (Section [2)), from which we report an
initial set of baseline results in different settings (in-
cluding zero-shot). Moreover, we provide starter code
for analyzing, fine-tuning and evaluating existing lan-
guage models. To carry out a comprehensive multilin-
gual evaluation, while also laying the foundations for
future extensions, we devise a unified dataset in 8 lan-
guages for sentiment analysis (which we call Unified
Multilingual Sentiment Analysis Benchmark, UMSAB
henceforth), as this task is by far the most studied
problem in NLP in Twitter (cf., e.g., (Salameh et al..
2015; [Zhou et al., 2016 Meng et al., 2012; |Chen et
al., 2018; Rasooli et al., 2018; |Vilares et al., 2017}
Barnes et al., 2019; |Patwa et al., 2020; |Barriere and Bal+
ahur, 2020)). XLM-T and associated data is released at
https://github.com/cardiffnlp/xlm-t.
Finally, in order to have a solid point of comparison
with respect to standard English Twitter tasks, we also
report results on the TweetEval framework (Barbieri et
al., 2020). Our results suggest that when fine-tuning
task-specific Twitter-based multilingual LMs, a domain-
specific model proves more consistent than its general-
domain counterpart, and that in some cases a smart
selection of training data may be preferred than large-
scale fine-tuning on many languages.

2. XLM-T: Language Models in Twitter

Our framework revolves around Twitter-specific lan-
guage models. In particular, we train our own multi-
lingual language-specific language model (Section [2.1)),
which we then fine-tune for various monolingual and
multilingual applications, and for which we provide a
suitable interface (Section @]) Additionally, we com-
plement these functionalities with starter code for these
and other typical Twitter-related NLP tasks (Section
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Figure 1: Distribution of languages of the 198M tweets used to finetune the Twitter-based language model (log
scale). UNK corresponds to unidentified tweets according to the Twitter APL.

2.3), e.g., computing tweet embeddings and multilin-
gual sentiment analysis evaluation.

2.1. Released Language Models

We used the Twitter API to retrieve 198M tweet{!|posted
between May’ 18 and March’20, which are our source
data for LM pretraining. We only considered tweets
with at least three tokens and with no URLSs to avoid
bot tweets and spam advertising. Additionally, we did
not perform language filtering, aiming at capturing a
general distribution. Figure |1|lists the 30 most repre-
sented languages by frequency, showing a prevalence of
widely spoken languages such as English, Portuguese
and Spanish, with the first significant drop in frequency
affecting Russian at the 11th position.

In terms of opting for pretraining a LM from scratch or
building upon an existing one, we follow (Gururangan
et al., 2020) and (Barbieri et al., 2020) and continue
training an XLM-R language model from publicly avail-
able checkpointsﬂ which we selected due to the high
results it has achieved in several multilingual NLP tasks
(Hu et al., 2020). We use the same masked LM ob-
jective, and train until convergence in a validation set.
The model converged after about 14 days on 8 NVIDIA
V100 GPUs[l

While this multilingual language model (referred to as
XLM-Twitter henceforth) is the main focus on this paper,
our toolkit also integrates monolingual language models
of any nature, including the English monolingual Twitter
models released in[Barbieri et al. (2020) and [Nguyen et
al. (2020).

2.2. Language Model Fine-tuning

In this section we explain the fine-tuning implementa-
tion of our framework. The main task evaluated in this

11,724 million tokens (12G of uncompressed text).

https://huggingface.co/
x1lm-roberta-base.

*The estimated cost for the language model pre-training is
USD 5,000 on Google Cloud.
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paper is tweet classification, for which we provide uni-
fied datasets. One of the main differences with respect
to standard fine-tuning is that we integrate the adapter
technique (Houlsby et al., 2019), by means of which
we freeze the LM and only fine-tune one additional
classification layer. We follow the same adapter con-
figuration proposed in |Pfeiffer et al. (2020). This tech-
nique provides benefits in terms of memory and speed,
which in practice facilitates the usage of multilingual
language models for a wider set of NLP practitioners
and researchers.

2.3. Starter code

In order to enable fast prototyping on our framework,
in addition to datasets and pretrained models we also
provide Python code for feature extraction from Tweets
(i.e., obtaining tweet embeddings), tweet classification,
model fine-tuning, and evaluation.

Feature extraction. Figure[2]shows sample code on
how to extract tweet embeddings using our XLM-T
language model, including its applicability for tweet
similarity.

Fine-tuning. Figure [3] shows the fine-tuning proce-
dure using a custom language model. This process can
be performed with either adapters (used in our evalua-
tion for efficiency) or the more standard language model
fine-tuning. In practice, note that both options would be
implemented in a very similar way, as both sit on top of
the Huggingface t ransformers library.

Inference (tweet classification). We provide an easy
interface to perform inference with our fine-tuned mod-
els. To this end, we rely on Hugging Face’s pipelines.
Figure ] shows an example for a sentiment prediction
using our XLM-T model fine-tuned on UMSAB. Note
that, while the examples provided are for sentiment anal-
ysis, any tweet classification task such as those included
in TweetEval are compatible.

Evaluation. Finally, XLM-T includes evaluation code
to seamlessly evaluate any language model on senti-


https://huggingface.co/xlm-roberta-base
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MODEL = “cardiffnlp/twitter-xlm-roberta-base"
tokenizer = AutoTokenizer.from pretrained(MODEL)
model = AutoModel.from pretrained(MODEL)

def get_embedding(text):
text = preprocess(text)
encoded_input = tokenizer(text, return_tensors='pt')
features = model(**encoded input)
features = features[0].detach().cpu().numpy()
features_mean = np.mean(features[e], axis=0)
return features_mean

query = "Acabo de pedir pollo frito " #spanish

tweets = ["We had a great time! '®", # english
"We hebben een geweldige tijd gehad! TT", # dutch
"Nous avons passé un ben moment! &", # french

"Ci siamo divertiti! &"] # italian

d = defaultdict(int)

for tweet in tweets:
s5im = 1-cosine(get embedding(query),get embedding(tweet))
d[tweet] = sim

print('Most similar to: ', query)

Rl "oemesssoscsoessocessassssosssocsooonsnoe ')

for idx,x in enumerate(sorted(d.items(), key=lambda x:x[1], reverse=True)):
print(idx+1,x[0])

Most similar to: Acabo de pedir pollo frito =
1 Ci siamo divertiti! &

2 Nous avons passé un bon moment! S

3 We had a great time! ‘&

4 We hebben een geweldige tijd gehad! T

Figure 2: Code snippet showcasing the feature extrac-
tion and tweet similarity interface. Note that using our
Twitter-specific XLM-R model leads to emoji playing a
crucial role in the semantics of the tweet.

training_args = TrainingArguments(
output_dir="./results’,
num_train_epochs=EPOCHS,
per_device_train_batch_size=BATCH_SIZE,
per_device_eval_batch_size=BATCH_SIZE,
warmup_steps=100,
weight_decay=0.01,
logging_dir='./logs’,
logging_steps=10,
load_best_model_at_end=True,

)

# output directory

# total number of training epochs

# batch size per device during training
# batch size for evaluation

# number of warmup steps for lr scheduler
# strength of weight decay

# directory for storing logs

# when to print log

# load or not best model at the end

model = AutoModelForSequenceClassification.from_pretrained(MODEL, num_labels=num_labels)

trainer = Trainer(
model=model,
args=training_args,
train dataset=train dataset,
eval_dataset=val_dataset

# the instantiated & Transformers model
# training arguments, defined above

# training dataset

# evaluation dataset

)

trainer.train()
trainer.save_model("./results/best model") # save best model

Figure 3: Fine-tuning procedure including the declara-
tion of dataset and parameters, training procedure and
saving of the model.

ment analysis, either focusing on a subset or all of the
languages included in UMSAB (cf. Section[3.2)). Specif-
ically, we provide bash scripts which handle input argu-
ments such as gold test data, prediction files and target
language(s).

3. Evaluation

We assess the reliability of our released multilingual
Twitter-specific language model in three different ways:
(1) we perform an evaluation on a wide range of English-
specific datasets (Section[3.1); (2) we compose a large
multilingual benchmark for sentiment analysis where
we assess the multilingual capabilities of the language
model (Section @); (3) we perform a qualitative anal-
ysis based on cross-lingual tweet similarity (Section
B3).

Experimental Setting. In each experiment we per-
form three runs with different seeds, and use early stop-

from transformers import pipeline

model_path = "cardiffnlp/twitter-xlm-roberta-base-sentiment"
sentiment_task = pipeline("sentiment-analysis", model-model_path)
sentiment task("Huggingface es lo mejor! Awesome library &%T")

[{'label': 'Positive', 'score': 0.9343640804290771}]

Figure 4: Sentiment analysis inference using XLM-T.

ping on the validation loss. We only tune the learning
rate (0.001 and 0.0001) and, unless noted otherwise,
all results we report are the average of three runs of
macro-average F1 scores.In terms of models, we evalu-
ate a standard pre-trained XLM-R and XLM-Twitter,
our XLM-R model pretrained on a multilingual Twitter
dataset starting from XLM-R checkpoints (see Section
2.T). For the monolingual experiments we also include a
FastText (FT) baseline (Joulin et al., 2017}, which relies
on monolingual FT embeddings trained on Common
Crawl and Wikipedia (Grave et al., 2018)) as initializa-
tion for each language lookup table.

3.1.

In order to provide an additional point of comparison for
our released multilingual language model, we perform
an evaluation on standard Twitter-specific tasks in En-
glish, for which we can compare its performance with
existing models. In particular, we evaluate XLM-Twitter
on a suite of seven heterogeneous tweet classification
tasks from the TweetEval benchmark (Barbier1 et al..
2020). TweetEval is composed of seven tasks: emoji
prediction (Barbieri et al., 2018)), emotion recognition
(Mohammad et al., 2018), hate speech detection (Basile
et al., 2019), irony detection (Van Hee et al., 2018]), of-
fensive language identification (Zampieri et al., 2019),
sentiment analysis (Rosenthal et al., 2019) and stance
detectiorﬂ (Mohammad et al., 2016)).

Table [T shows the results of the language models and
TweetEval baselineﬂ As can be observed, our proposed
XLM-R-Twitter improves over strong baselines such as
RoBERTa-base and XLM-R that do not make use of
Twitter corpora, and RoBERTa-Twitter, which is trained
on Twitter corpora only. This highlights the reliability
of our multilingual model in language-specific settings.
However, it underperforms when compared with mono-
lingual Twitter-specific models, such as the RoOBERTa
model futher pre-trained on English tweets proposed in
(Barbieri et al., 2020)), as well as BERTweet (Nguyen et
al., 2020), which was trained on a corpus that is an or-
der of magnitude largerﬁ This is to be expected as goes
in line with previous research that shows that multilin-

Monolingual Evaluation (TweetEval)

“The stance detection dataset is in turn split into five
subtopics.

SPlease refer to the original TweetEval paper for details on
the implementation of all the baselines.

®While XLM-R-Twitter was fine-tuned on the same
amount of English tweets (60M) than RoBERTa-Tw,
BERTweet was trained on 850M English tweets.
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Emoji Emotion Hate Irony Offensive Sentiment Stance ‘ ‘ ALL

SVM 293 64.7 36.7 61.7 523 62.9 67.3 535
FastText 25.8 65.2 50.6 63.1 734 62.9 65.4 58.1
BLSTM 247 66.0 52.6 62.8 717 583 59.4 56.5
RoB-Bs |30.9+0.2 (30.8)|76.1:£0.5 (76.6)|46.6+2.5 (44.9) | 59.7+5.0 (55.2)|79.5£0.7 (78.7)| 71.3+1.1 (72.0)| 68+0.8 (70.9) || 61.3
ROB-RT |31.440.4 (31.6) | 78.5+1.2 (79.8) | 52.3£0.2 (55.5) | 61.7£0.6 (62.5)|80.5+1.4 (81.6) | 72.6:0.4 (72.9)| 69.3£1.1 (72.6) || 65.2
ROB-Tw |29.340.4 (29.5)[72.0£0.9 (71.7)|46.9£2.9 (45.1)| 65.443.1 (65.1)|77.1:1.3 (78.6)|69.1::1.2 (69.3)| 66.7+1.0 (67.9) || 61.0
XLM-R [28.6£0.7 (27.7)|72.3+£3.6 (68.5)|44.420.7 (43.9) | 57.4+4.7 (54.2) | 75.7£1.9 (73.6)| 68.6%1.2 (69.6) | 65.4+0.8 (66.0) || 57.6
XLM-Tw [30.9:£0.5 (30.8)|77.0£1.5 (78.3)| 50.840.6 (51.5)|69.91.0 (70.0)| 79.9£0.8 (79.3)|72.320.2 (72.3)| 67.11.4 (68.7) || 64.4
SotA 334 79.3 56.4 82.1 79.5 73.4 71.2 67.9
Metric M-F1 M-F1 M-F1 F® | MFl | MRec |AVG@EW.FU)] TE

Table 1: TweetEval test results. For neural models we report both the average result from three runs and its standard
deviation, and the best result according to the validation set (parentheses). SorA results correspond to the best

TweetEval reported system, i.e., BERTweet.

gual models tend to underperform monolingual models
in language-specific tasks (Rust et al., 2020) In the
following section we evaluate XLM-Twitter on multilin-
gual settings, including evaluation in monolingual and
cross-lingual scenarios.

3.2. Multilingual Evaluation (Sentiment
Analysis)

We focus our evaluation on multilingual Sentiment Anal-
ysis (SA). We first flesh out the process followed to com-
pile and unify our cross-lingual SA benchmark (Section
. Our experimentﬁ can then be grouped into two
types: when no training in the target language is avail-
able, i.e., zero-shot (Section[3.2.2)), and when the eval-
uated models have access to target language training
data, either alone or as part of a larger fully multilingual

training set (Section|3.2.3).

3.2.1. Unified Multilingual Sentiment Analysis

Benchmark (UMSAB)

We aim at constructing a balanced multilingual SA
dataset, i.e., where all languages are equally distributed
in terms of frequency, and with representation of typo-
logically distant languages. To this end, we compiled
monolingual SA datasets for eight diverse languages.
We list the languages and relevant statistics in Table
[l as well as their spanning timeframes. Given that
retaining the original distribution would skew the uni-
fied dataset towards the most frequent languages, we
established a maximum number of tweets correspond-
ing to the size of the smallest dataset, specifically the
3,033 for the Hindi portion, and prune all data splits
for all languages with this threshold. This leaves 1,839
training tweets (with 15% of them allocated to a fixed
validation set), and 870 for testing. The total size of
the dataset is thus 24,262 tweets. Let us highlight two

"It has been shown that this performance difference could
be further decreased by using language-specific tokenizers
(Rust et al., 2020), but this was out of scope for this paper.

®Standard deviation and best run results are provided, for
completeness, in the appendix.
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additional important design decisions: first, we enforced
a balanced distribution across the three labels (positive,
negative and neutral), and second, we kept the original
training/test splits in each dataset. After this preprocess-
ing, we obtain 8§ datasets of 3,033 instances, respectively.
Note that some languages in this dataset agglutinate or
refer to specific variations. In particular, we use Hindi
to refer to the grouping of Hindi, Bengalu and Tamil,
Portuguese for Brazilian Portuguese, and Spanish for
Iberian, Peruvian and Costa Rican variations.

3.2.2. Zero-shot Cross-lingual Transfer

Table 2] shows zero-shot results of XLM-R and XLM-
Twitter in our multilingual sentiment analysis bench-
mark. The performance of both models is competitive,
especially considering the diversity of domainsﬂ and that
the source language was not seen during training. An in-
teresting observation concerns those cases in which zero-
shot models outperform their monolingual counterparts
(e.g., English— Arabic or Italian—Hindi). Additionally,
XLM-Twitter proves more robust, achieving the best
overall results in six of the eight languages, with con-
sistent improvements in general, and with remarkable
improvements in e.g., Hindi, outperforming XLM-R by
7.9 absolute points. Finally, let us provide some insights
on the results obtained in an all-minus-one (the All-1
columns in Table Q]) setting. Here, notable cases are,
first, Hindi, in which XLM-R and XLM-Twitter models
benefit substantially by having access to more training
data, with this improvement being more pronounced
in XLM-Twitter. Second, the results for the English
dataset suggest that compiling a larger training set helps,
although this may be also attributed to identical tokens
shared between English and the other languages, such
as named entities, hashtags or colloquialisms and slang.

°For instance, for Arabic we find trending topics such
as iPhone or vegetarianism, where the Portuguese dataset is
dominated by comments on TV shows.



XLM-R

XLM-Twitter

Ar En Fr De Hi It Pt Es

All-l Ar En Fr De Hi It Pt Es

All-1

Ar 64.1 544 539 229 574 624 622 592
En 642 61.6 63.5 23.7 68.1 659 67.8 68.2
Fr 454 52.1 36.5 16.7 433 40.8 56.7 53.6
De 435 64.4 552 21.5 60.8 60.1 62.0 63.6
Hi 48.2 527 43.6 47.6 544 51.6 51.7 49.9
It 48.8 65.7 63.9 66.9 22.1 63.1 589 65.7
Pt 415 632 579 59.7 26.5 59.6 65.0 65.0
Es 47.1 63.1 56.8 57.2 262 57.6 63.1 63.0

66.6 62.1 59.3 463 63.0 60.1 653 64.3
64.0 60.6 67.8 352 67.7 61.6 68.7 70.3
47.7 59.2 38.7 209 45.1 38.6 52.5 50.0
46.5 65.0 56.4 369 66.3 65.1 65.8 659
50.0 55.5 51.5 444 56.1 51.2 495 57.8
419 59.6 60.8 64.5 24.6 64.7 55.1 65.2
56.4 67.7 62.8 644 26.0 67.1 64.0 714
529 66.0 64.5 58.7 30.7 62.4 67.9 66.2

Table 2: Zero-shot cross-lingual sentiment analysis results (F1). We use the best model in the language on the
column and evaluate on the test set of the language of each row. For example, when we forward the best XLM-R
trained on English text on the Arabic test set we obtain 64.1. In the columns A/l minus one (All-1) we train on all the
languages excluding the one of each row. For example, we obtain a F1 of 59.2 on the Arabic test set when we train
an XLM-R using all the languages excluding Arabic. On the diagonals, in gray, models are trained and evaluated on

the same language.

Lang. Dataset Time-Train Time-Test
Arabic SemEval-17 (Rosenthal et al., 2017) 09/16-11/16 12/16-1/17
English SemEval-17 (Rosenthal et al., 2017) 01/12-12/15 12/16-1/17
French Deft-17 (Benamara et al., 2017) 2014-2016 Same
German SB-10K (Cieliebak et al., 2017) 8/13-10/13 Same
Hindi  SAIL 2015 (Patra et al., 2015) NA,3-month  Same
Italian  Sentipolc-16 (Barbieri et al., 2016)  2013-2016 2016
Portug. SentiBR (Brum and Nunes, 2017) 1/17-7/17 Same
Spanish Intertass (Diaz-Galiano et al., 2018) 7/16-01/17 Same

Table 3: Sentiment analysis datasets for the eight lan-
guages used in our experiments.

3.2.3. Cross-lingual Transfer with Target
Language Training Data

Table ] shows macro-F1 results for the following three
settings: (1) monolingual, where we train and test in
one single language; (2) bilingual, where we use the
best-performing cross-lingual zero-shot model, and con-
tinue fine-tuning on training data from the target lan-
guage; and (3) an entirely multilingual setting where
we train with data from all languages. One of the most
notable conclusions in the light of these figures is that
increasing the training data even in different languages
is a useful strategy, and is particularly rewarding in the
case of XLM-Twitter and in challenging datasets and
languages (e.g., the Hindi results significantly increase
from 40.29 to 56.39). Interestingly, a smart selection of
languages based on validation accuracy achieves better
results than if trained on all languages in half of the
cases. This may be due to the (dis)similarity of the
datasets (in terms of topic or typological proximity), al-
though overall the main conclusion we can draw is that
there is an obvious trade-off, as a single multilingual
model is often more practical and versatile.

3.3. Qualitative Analysis

As an additional qualitative analysis, we plot in Figure
[ a sample of similarity scores (by cosine distance)
between XLM-Twitter-based embeddings obtained from
the English training set and the sentiment analysis test
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Monolingual

FT XLM-R XLM-T XLM-R XLM-T XLM-R XLM-T

Bilingual Multilingual

Ar 4598 63.56 67.67 63.63 (En) 67.65 (En) 6431  66.89
En 50.85 68.18 66.89 65.07() 67.47(Es) 6852 70.63
Fr 5482 7198 68.19 73.55(Sp) 68.24 (En) 70.52 71.18
De 59.56 73.61  76.13 72.48 (En) 7549 (I 72.84 7735
Hi 37.08 36.60 4029 33.57(y 55351y 5339  56.39
It 5465 7147 7091 7043 (Ge) 73.50 (Py) 68.62  69.06
Pt 5505 67.11 7598 71.87(Sp) 76.08 (En) 69.79 75.42
Sp 50.06 6587 68.52 67.68 (Po) 68.68 Py 66.03 6791
All 51.01 6480 6682 6478  69.06 6675 69.35
Table 4: Cross-lingual sentiment analysis F1 results

on target languages using target language training data
(Monolingual) only, combined with training data from
another language (Bilingual) and with all languages at
once (Multilingual). ”All” is computed as the average
of all individual results.

sets for the other 7 languages (see Section 3.2.1). In
addition to the clearly low resemblance with Hindi, we
find that the most similar languages in the embedding
space are English and French, suggesting that not only
typology, but also topic overlap, may play an important
role in the quality of these multilingual representations.
This becomes even more apparent in Arabic, which
differs from English in typology and script, but has
similar representations. The Arabic and English datasets
were obtained using the same keywords.

4. Conclusions

We have presented a comprehensive framework for
Twitter-based multilingual LMs, including the release of
a new multilingual LM trained on almost 200M tweets.
As main test bed for our multilingual experiments, we
focused on sentiment analysis, for which we collected
datasets in eight languages. After a unification and
standardization of the evaluation benchmark, we com-
pared the Twitter-based multilingual language model
with a standard multilingual language model trained on
general-domain corpora. This multilingual language
model along with starting and evaluation code are re-
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Figure 5: Cross-lingual similarity (by cosine distance)
between the English training set and the test sets in the
other 7 languages. The embeddings are obtained by av-
eraging all the XLM-Twitter contextualized embeddings
for each tweet.

leased to facilitate research in Twitter at a multilingual
scale (over thirty languages used for training data).
The results highlight the potential of the domain-specific
language model, as more suited to handle social media
and specifically multilingual SA. Finally, our analysis re-
veals trends and potential for this Twitter-based multilin-
gual language model in zero-shot cross-lingual settings
when language-specific training data is not available.
For future work we are planning to extend this analy-
sis to more languages and tasks, but also to deepen the
cross-lingual zero and few shot analysis, particularly
focusing on typologically similar languages. Finally,
and due to the seasonal nature of Twitter, it would also
be interesting to explore correlations between topic dis-
tribution and trends and performance in downstream
applications.
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A. Full Experimental Results

This appendix includes the full experimental results,
including standard deviation after three runs and the best
runs according to the validation set. Table[5]includes the
monolingual results; Table @ the cross-lingual results;
and Table[/] the multilingual experiments.
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XLM XLM-Twitter
Flmacro F1Best Flmacro F1 Best
63.56 £1.29 64.89  67.67 £1.25  69.03
68.18 £2.57 69.64 66.89 £1.19  67.82
71.98 +146 72.86  68.19 £1.55 69.20
73.61 £022  73.75 76.13 +£0.53  76.58
36.6 +4.36 4146  40.29 £7.37  48.79
7147 £1.35 73.02 7091 +0.87 71.41
67.11 £1.1 67.89  75.98 +£0.03  76.01
65.87 £1.67  67.75 68.52 £0.69  69.01

Table 5: Monolingual experiments. XLM and XLM-
Twitter are finetuned for each language. F1 macro is
the average of three runs and F1 best is the best one of

them.
XLM XLM-Twitter

Tar. Pre. F1 Macro F1 Best Pre. F1 Macro F1 Best
Ar En 63.63 £2.71 6525 En 67.65+0.1 67.76
En It 6507 +1.8 6693 Sp 67.47 +046 67.85
Fr Sp 73.554092 7421 En 6824 +52 71.66
De En 7248 £044 7297 It 75.49 +£0.67 76.18
Hi It 33574934 3941 It 55.35+0.38 55.68
It Ge 70434151 714 Po 73.540.58 74.12
Pt Sp 71.87 £024 72.14 En 76.08 £1.08 76.78
Es Po 67.68 £0.87 68.66 Po 68.68+0.2 68.85

Table 6: Bilingual experiments. We finetune XLM
and XLM-Twitter models for S/A in the target language
(Tar.) but instead of starting with random initialization
of the adapter, we start with the adapter pretrained (Pre.)
in the language that best performed in the zero shot
classification for the Target language (using validation).

XLM XLM-Twitter
F1 Avg F1 Best F1 Avg F1 Best
Ar 6431 +192 6652  66.89 £1.18  67.68
En 6852+142 69.85 70.63 £1.04 71.76
Fr 70524176 7224  71.18 £1.06  72.32
De 7284 +028 73.15 77351027 77.62
Hi 5339 +2.00 5497 56.39 £1.60 57.32
It 68.62 +2.23 7097  69.06 +£1.07  70.12
Pt 69.79 £057 7037 7542 +049  75.86
Es 6603 £1.31 6694 67.91+143 69.03
All 6693 +£0.16 67.07  69.45 +0.63  70.11
Table 7:  Multilingual experiments. XLM-R and

XLM-Twitter are finetuned using one single multilin-

gual dataset. We evaluate the two multilingual models

with the test set of each language and with the composi-
tion of all the test sets (All). F1 macro is the average of
three runs and F1 best is the best one of them.
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