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Abstract

We present RoomReader, a corpus of multimodal, multiparty conversational interactions in which participants followed
a collaborative student-tutor scenario designed to elicit spontaneous speech. The corpus was developed within the wider
RoomReader Project to explore multimodal cues of conversational engagement and behavioural aspects of collaborative
interaction in online environments. However, the corpus can be used to study a wide range of phenomena in online multimodal
interaction. The publicly-shared corpus consists of over 8 hours of video and audio recordings from 118 participants in 30
gender-balanced sessions, in the “in-the-wild” online environment of Zoom. The recordings have been edited, synchronised,
and fully transcribed. Student participants have been continuously annotated for engagement with a novel continuous scale.
We provide questionnaires measuring engagement and group cohesion collected from the annotators, tutors and participants
themselves. We also make a range of accompanying data available such as personality tests and behavioural assessments.
The dataset and accompanying psychometrics present a rich resource enabling the exploration of a range of downstream
tasks across diverse fields including linguistics and artificial intelligence. This could include the automatic detection of
student engagement, analysis of group interaction and collaboration in online conversation, and the analysis of conversational
behaviours in an online setting.
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1. Introduction Thus in this paper we present RoomReader, a corpus
of online, multiparty, multimodal interactions. The
dataset is built around a University tutorial scenario, as
the initial focus of our project was student engagement
in online tutorials. However, the dataset also offers the
prospect of studying multiparty online conversational
interaction in a wider context. To the best of our knowl-
edge, this is the first dataset dedicated to small group,
human-human tutor-led online interactions focused on
a conversational task. We provide 8 hours of high-
quality multimodal recordings of conversational group
interaction over Zoom, with rich annotations including
a full transcription with utterance, word and phoneme
level boundaries and labels for diverse phenomena such
as engagement (self-reported and externally annotated)
and paralinguistic elements (laughter, cough, etc.). The
corpus provides researchers across a diverse range of
fields, from linguistics to artificial intelligence, with a
valuable resource to study how we interact and collabo-
rate in multimodal online video-conferencing environ-
ments. Our second primary contribution is the adap-
tation of a continuous engagement annotation frame-
work for online interactions. This enables the provision

To enable researchers to have a better understanding of
complex communication behaviours that occur during
social interactions, large labelled datasets of specific
types of interactional situations are required (Ruhi et
al., 2014). These datasets help uncover the links that tie
high level phenomena such as conversational engage-
ment, dominance or mutual understanding, and timed
social signals contained in verbal and non-verbal be-
haviours (Anderson et al., 1991; Janin et al., 2003; Mc-
Cowan et al., 2005; McKeown et al., 2011; Ringeval
et al., 2013; Gupta et al., 2016). These links are ex-
plored to detect markers and find patterns that can be
analysed and automatically extracted from features in
audio and visual signals. Throughout 2020 and 2021,
multiple lockdowns were enforced in many countries
to slow the spread of the COVID-19 pandemic. Almost
overnight online education became commonplace, pre-
viously having been a relatively niche practice. Work-
ers, teachers and students, had to rapidly adapt to an un-
familiar paradigm to continue their professional, edu-
cational and social activities. This situation confronted

many with the range of issues that accompany video-
conferencing interactions, e.g., fatigue (Fauville et al.,
2021)), time latency leading to missed or distorted turn-
taking cues (Seuren et al., 2021)), or difficulties to per-
ceive disengagement cues from interlocutors (Maimaiti
et al., 2021). The situation also highlighted the lack of
available datasets to allow researchers to study conver-
sational engagement in online scenarios.

of continuous labels for student engagement. When
combined with the perceptual self-reports of engage-
ment which we collected from both students and tu-
tors, this represents an exciting opportunity to explore
the relationship between automatic engagement detec-
tion based on machine learning techniques, and self-
reported psychometrics.
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The corpus is also a rich resource for the wider explo-
ration of mulitmodal aspects of conversational interac-
tion online. The remainder of the paper is organised as
follows: Section 2 reviews related work in the area of
engagement detection and the wider context of online
conversational interaction. Section 3 explains the sce-
nario design while Section 4 describes the data collec-
tion, followed by the audio and video post-processing
in Section 5. The transcriptions are detailed in Sec-
tion 6, then the continuous engagement annotation pro-
cess is outlined in Section 7, while Section 8 details the
availability of the corpus.

2. Related work

In this section, we provide an overview of the litera-
ture on multimodal online interaction and engagement
detection and hence outline the need for the a general-
purpose, multimodal corpus annotated for engagement.
Human conversation is a multimodal process: when we
interact, either in face-to-face or in video-conferencing
settings, we produce and perceive verbal and non-
verbal language in a continuous manner. Gestures such
as head nods, for example, are not produced at random
but rather form an integral part of the communication
(McClave, 2000; Sundberg Cerrato, 2007), serving a
variety of functions such as the facilitation of success-
ful conversation through smooth turn-taking (Knapp et
al., 2013). The multimodal aspects of human conversa-
tion have been extensively studied (Partan and Marler,
2005; [D’Mello and Kory, 2015)), through the analysis
of annotated corpora.

Online video-conferencing platforms aim to provide an
online virtual setting in which users can interact in a
manner that mimics an in-person interaction. However,
there are differences caused by the medium which can
have negative effects on the user experience (Taylor,
2011; Hayakawa et al., 2017). The latency of online
video-conferencing has been shown to have negative
effects on the flow of conversation: through the analy-
sis of online interactions in a medical setting, Seuren et
al. show that the latency of online video-conferencing
leads to difficulty in maintaining fluid conversation
through interruptions or silences due to interlocutors
not knowing when to speak (Seuren et al., 2021)). Fa-
tigue has also been associated with video-conferencing
usage. Bailenson hypothesises that we knowingly com-
pensate for the non-verbal communication deficits of
online communication (e.g. latency, distorted eye gaze)
by exaggerating our nonverbal body language gestures,
which is a contributory factor in the widely-reported
phenomenon of “Zoom fatigue” (Bailenson, 2021)). Re-
cent studies, of online video-conferencing users, shows
that the level of fatigue experienced by the users varies
with gender and ethnicity (Fauville et al., 2021; Ratan
et al.,, 2021), highlighting equality issues in video-
conferencing.

Despite some of the limitations mentioned above,
video-conferencing enabled a form of interaction cru-

cial to students all over the world to continue their ed-
ucation during the spread of the COVID-19 pandemic:
remote synchronous courses.

While learning can happen in multiple forms, two types
of phases can be distinguished in synchronous courses:
listening phases that are typical of lectures, and conver-
sational phases, that are more typical of tutorials. These
two phases can be clearly divided within the structure
of a course (e.g. a timetabled tutorial) or conversa-
tional episodes might happen within listening phases.
The reason to distinguish these two phases is that they
involve different mechanisms to display and perceive
attention from teachers and students. The role of the
student-tutor relationship is an often overlooked factor
in student engagement (Farr-Wharton et al., 2018). It
has been previously pointed out that universities with
a learner-centred model had higher than average reten-
tion rates (Yorke and Thomas, 2003)). Student-centred
approaches that enhance student engagement are ex-
pected to be implemented by teaching staff that are al-
ready required to perform a large number of task within
their teaching activities. For example, during tutori-
als, a high cognitive load is required, as attention is
distributed between course/task material, handling con-
versation with students and monitoring student-student
conversation, a context that is made even more diffi-
cult in online settings. A solution to alleviate the high
pressure that is put on teachers and tutors is the de-
velopment of automatic tools to assess students affects
(i.e., interested, bored, confused, etc.) and engagement
during video-conference sessions.

Engagement detection is a complex task (D’Mello et
al., 2017) that is made all the more difficult in light of
the fact that the concept of student engagement itself
not being entirely agreed upon (Doherty and Doherty,
2018)), but rather given different definitions. However,
within these multiple definitions, it is widely acknowl-
edged that engagement is a multi-dimensional meta-
construct that can be divided into behavioural, emo-
tional, cognitive and agentic engagement (Fredricks et
al., 2004; [Fredricks et al., 2016; Sinatra et al., 2015).
Multimodal corpora for student engagement detection
are still scarce (D’Mello, 2021)), which slows down ef-
forts made in automatic detection of engagement mod-
elling that could help teachers and tutors have a better
assessment of student engagement during courses and
tutorials.

3. Scenario design

Student engagement is an important component in ed-
ucation as it has been repeatedly found to be a key fac-
tor in students’ academic success and intention to per-
sist in education (Schaufeli et al., 2002). Engagement
is displayed differently during a traditional lecture as
opposed to a conversation, where a number of social
constraints related to speech interactions are relevant,
e.g., turn-taking and verbal and non-verbal feedback.
Conversations are highly social situations where par-
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ticipants may, for example, attempt to disguise nega-
tive emotions as a result of social pressure (Ekman and
Friesen, 1969). Conversational engagement in an edu-
cational context can be defined as the degree of involve-
ment of students in a topic being discussed and their
willingness to continue the interaction. It can be anal-
ysed along three dimensions: from visual cues, from
linguistic and paralinguistic cues, and from elements
of the dialogue structure relevant to group cohesion.
Thus we wanted a scenario that would elicit spon-
taneous conversation and collaboration that was col-
lectable during the lockdown phase of the COVID-
19 pandemic. After reviewing a range of existing
task-based interactions e.g., MapTask (Anderson et al.,
1991), a decision was made to opt for a task that would
not require written material or specific domain knowl-
edge from participants.

We resolved on an adaptation of the MULTISIMO task
(Koutsombogera and Vogel, 2018]). Each session is led
by an experienced University tutor. Three to five ques-
tions inspired from the TV show Family Feud are asked
to a small group of students, requiring them to guess
the three most popular answers to general knowledge
questions that have been previously asked to a hun-
dred people. Once the participants correctly guess all
three answers, they are subsequently tasked with rank-
ing the answers in order of their popularity. The stu-
dents, through discussion, collaborate to establish the
correct answers and the tutor guides them in a manner
typical of a University tutorial, asking them for exam-
ple to explain their reasoning, or telling them they are
on the right track, or inviting others in the group to con-
tribute. The tutors were fully informed about the aim
of the task to elicit conversation and collaboration, and
took part in a trial-run session (not included in the cor-
pus) with feedback from the lead researcher. A sample
of the tutor’s dialogue illustrating the format of the sce-
nario is provided below:

“I'm going to ask you a question that was
also asked to 100 people in a survey and you
guys are going to have to talk together and
come up with the top three most popular an-
swers the question. Name something people
are often chased by in movies.”

It should be noted that whilst the primary focus of
our project was student engagement in online tutori-
als, the scenario, as designed, allows a broader study of
online multiparty multimodal conversation as the sce-
nario elicits spontaneous dialogue and collaborative be-
haviours amongst participants.

4. Data collection

The data for the RoomReader corpus was collected at
Trinity College Dublin (TCD), Ireland, between April
and June 2021, for which 118 participants were re-
cruited through an email campaign and personal con-
nections, all being students or recent graduates of TCD.

The two tutors, one male and one female, were engi-
neering graduates with extensive experience of lead-
ing University tutorials at TCD. All data was captured
and recorded on the TCD campus, however in order
to reflect the real-world remote working and learning
conditions adopted during the COVID-19 pandemic,
there were no geographic restrictions imposed on par-
ticipants. Participants were instructed to join on a com-
puter devic in a location where they would consider
appropriate for online remote learning. This led to the
inclusion of a wide range of venues e.g., bedrooms,
shared kitchens, and so on.

4.1. Ethical considerations

Ethical and privacy aspects were considered at all
stages and integrated into the design process. The par-
ticipant recruitment strategy, information provided to
participants regarding the usage of their data, partici-
pant consent, data storage, and a licence agreement en-
abling the corpus to be shared with researchers world-
wide, have been independently assessed by the School
of Engineering Ethical Committee, TCD, and the TCD
Data Protection Officer to ensure GDPR compliance ]

4.2. Participant information and consent

Each participant was given information about the pur-
pose of the research project along with information on
the recording process and the nature of the retained
personal data such as age, gender, and country. Each
participant was asked to fill out a consent form (pro-
vided in full in Appendix A) clearly indicating the us-
age of collected data. Once the collection was com-
plete, all captured data (text and audio-video record-
ings) were checked to make sure no personal infor-
mation was disclosed. An anonymisation process was
conducted whereby any remaining personal informa-
tion was removed. Participants could opt in or out of
having their image shared in academic publications and
video displayed at conferences. Participants could also
opt-out of having their personality tests shared. Stu-
dents were emailed a €15 gift card after the session.

4.3. Recording set-up

Each session was conducted using the video-
conferencing platform Zoom (Zoom Video Com-
munications Inc., 2019). Each session took the
following general format: a session host, also being
the researcher recording the session, would greet
the participants onto the Zoom call and engage into
a short warm up phase intended to break the ice
between participantsﬂ the participants were then given

IThere are instances in the corpus where this was not fol-
lowed and participants connected on mobile devices.

’European Union General Data Protection Regula-

tion (GDPR) https://gdpr—info.eu/| Last Accessed:
11.01.2022

3A series of video-conference ice-breakers were used,
such as name changing to current mood or indicating one’s
level of energy for the day using a raised arm.
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a random pseudonym to protect their real names;
and then the recording would start whereby the host
(named RoomReader) would mute and turn off their
camera. From there, the session was led by the Tutor.

RoomReader

Figure 1: A still from the RoomReader corpus from
session S09 captured with OBS Studio.

4.4. Recording outputs

Each session was recorded using two tools, the Zoom
platform itself and an external third-party tool, OBS
Studiof] Zoom comes with an in-built recorder which
is turned on by the session host, capturing audio and
video of the session. OBS Studio is a screen recording
utility activated by the session host on their PC which
captures the host’s screen and PC audio. A combina-
tion of the two tools was used to ensure that there was
robust recording in the event of a technology failure or
human-error. The recording process generated a num-
ber of media files, each now described in this section.
An outline of the files is provided in Table f]

44.1. Audio

OBS Studio captures the system level audio and video
from the host’s PC, providing one MP4 video file per
session. That file hence is a recording of the host’s
PC screen running the Zoom application, with audio
of the conversation between participants in the session.
The audio is ultra-wideband stereo with a 48kHz sam-
ple rate encoded with the AAC audio coding protocol.
The audio is separated from the video and converted to
a WAV file format using £ fmpegﬂ for integration with
tools such as Praat (Boersma and Van Heuven, 2001)
without loss of quality or re-encoding. Zoom captures
several 32kHz ultra-wideband mono audio files: an
audio file containing all participants’ speech (one per
session) and individual audio tracks containing each
speaker’s isolated audio (one per speaker). Each file
is an M4A file encoded with the AAC protocol and is
converted to WAV audio. A full technical specification
for the audio outputs for each session is provided in
Table [T

A number of audio processing algorithmsﬁ are applied
by Zoom to reduce unwanted audio artefacts, includ-
ing noise reduction and acoustic echo cancellation. We

4https ://obsproject.com/ Last Accessed: 11.01.2022

Shttps://ffmpeqg.orqg/ Last Accessed: 11.01.2022

Shttps://support.zoom.
us/hc/en—-us/articles/
360025379211-Zoom—Rooms—Audio—-Guidelines
Last Accessed: 11.01.2022

used the default Zoom audio processing configuration
at the time of corpus collection in order to faithfully
represent real-world conditions on the platform. We
did not modify any settings in OBS Studio. Note that
although it has higher bitrate than the Zoom audio
(160kb/s and 126kb/s respectively), we found that the
OBS Studio audio was overall lower in quality than the
Zoom audio due to occasional clipping of the OBS Stu-
dio audio, resulting in the classic distortion of ’tinny’
audio. Regardless, the Zoom audio is a high-quality
recording.

Table 1: Audio capture from session recordings.

Recording Utility

Specification Zoom OBS Studio
Audio codec AAC (LC) AAC (LC)
Container MP4A MP4A
Sample rate 48 kHz 32 kHz
Bitrate 160 kb/s 126 kb/s

4.4.2. Video

OBS Studio captures quad high-definition (quad HD)
1440p video with a resolution of 2560x1440 pixels and
a frame rate of 60 frames per second using the H.264
coding format in an MP4 file. Zoom captures standard
high-definition (HD) 720p video with a resolution of
1280x720 pixels and a frame rate of 25 frames per sec-
ond also using the H.264 format and an MP4 file exten-
sion. The OBS Studio video is of higher quality than
the Zoom video upon inspection, as would be expected
from higher resolution or number of pixels, and sub-
stantially higher frame rate. A full technical specifi-
cation for the video files is provided in Table [2] and a
still from the corpus illustrating the OBS Studio video
recording is provided in Figure ]

Table 2: Video capture from session recordings.

Recording Utility
Specification Zoom OBS Studio
Resolution 2560x1440 (quad 1280x720 (standard
HD) HD)
Video codec H.264 H.264
Container mp4 mp4
Sample rate 60 fps 25 fps
Bitrate 15535 kb/s 609 kb/s

4.4.3. Automatic transcription

The in-built Zoom recording facility provided a basic
transcription of the meeting. We chose to not use this
transcription as it did not provide a sufficient level of
detail to enable a linguistic analysis, lacking speaker la-
bels, utterance and word-level time boundaries. We in-
stead use a combination of and automatic speech recog-
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nition (ASR) generated transcription and correction of
the ASR transcription by a human expert. We detail
this process in Section[6]

4.5. Metrics

Before the recording took place, each participant an-
swered the Big Five personality testﬂ as it is acknowl-
edged that personality traits have an influence on social
behaviours that are integral to conversational group dy-
namic (John et al., 2008}, [Koutsombogera and Vogel,
2018). In the hours following the recordings, all stu-
dents were asked to answer a short survey about their
conversational engagement, and second survey relating
to their perception of the tutor’s behaviour during the
session. Tutors were asked to answer a mirrored sur-
vey with the same questions in order to give their per-
ception of conversational engagement for each student.
The same survey was also given to the external annota-
tors that rated the students according to the continuous
scale described in Section

Two additional surveys relating to group dynamic were
also answered by the tutors for each session, after all
sessions were complete. The purpose of these surveys
was to measure their overall perception of group dy-
namic. The first group dynamic survey was specifi-
cally created for the corpus (referred to as the bespoke
survey). The second group dynamic survey (referred
to as the validated survey) was constructed using a
previously-validated questionnaire, focusing on the as-
sessment of group interaction quality in problem-based
learning (PBL) (Visschers-Plejjers et al., 2005). We
made slight adaptations to this survey to fit the online
setting of our scenario. The tutors were given access
to the recordings while completing these surveys, with
freedom to watch the entire session if they required, to
remind them of the session. For more details about the
metrics, interested readers are referred to the documen-
tation that will accompany the release (See Section [g).
Table [3]summarizes the surveys used to assess engage-
ment (self-reported engagement from the students and
students’ engagement as perceived by tutors), group
dynamic, personality tests and tutor’s behaviour.

Table 3: Set of metrics, with respondent roles.

Measure Role

Student

Tutor + external annotators
Tutor

Tutor

Student & tutor

Student

Self-reported engagement
Perceived engagement
Group dynamic (Bespoke)
Group dynamic (Validated)
Personality Test

Tutor’s behaviour

"The 44 items questionnaire assess five personality traits:
Extraversion, Agreeableness, Conscientiousness, Neuroti-
cism and Openness to Experience.

4.6. Corpus description

We recorded 8h 44m across 30 sessions, with an av-
erage duration of 17m 29s. The sessions have been
balanced for gender during recruitment, with half of
the sessions being led by a female tutor and the other
half led by a male tutor. Each session and each partici-
pant were assigned a unique identification number and
a pseudonym, e.g. P045 *Max’ is depicted in Figure
2l The recorded sessions contained a total of n = 118
participants (65 females, 51 males, 2 others, with 91
English L1, 27 English L2). When a participant indi-
cated that they were not a native speaker of English,
they were asked to self-declare English language flu-
ency during the recruitment process. Participants who
did not self-declare fluency were not recruited in order
to ensure a high-level of English language proficiency
across all participants. We recruited participants from
a University setting, which is reflected in the younger
age range of the participants (24 mean, 23 median, 43
max, 18 min).

Each session has been given two identifiers. One iden-
tifier starts with the letter ’S’ followed by the number
of the session in the order in which they were recorded
(e.g., SO1 to S30). A second identifier refers to a divi-
sion of the sessions into 8 quads which are descriptors
for the gender balancing element of the corpus design.
We adapted this convention from the HCRC maptask
corpus (Anderson et al., 1991). Each quad starts with
the letter ’q’, followed by the number of the quad (1
to 8), a letter indicating the gender of the tutor, then a
letter indicating the gender of the participants (either x:
mixed gender, f: female, m: male) and finally a number
indicating the number of the session within the quad (1

to 4|

Table 4: Overview of the files obtained from each
recorded session.

Recording Utility

Media

Zoom

OBS Studio

Audio files

One audio track with
all speakers and one
audio track per speaker
containing the speaker
diaraised audio

One audio track with
all speakers

Video files

One video file contain-
ing the recording of
the session

One video file of the
session captured from
the host’s computer

Miscellaneous

Automatic  transcrip-
tion from Zoom

5. Post-processing

A number of post-processing steps were applied to the
recordings obtained during corpus collection. These
post-processing steps were necessary for several rea-
sons: to avail of the highest quality audio and video

8For example, *qlff1” refers to the first session of the first
quad with a female tutor and only female participants.
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streams; to generate release versions of the corpus max-
imally useful for downstream linguistic and computa-
tional analyses; and to preserve the anonymity of par-
ticipants where this was inadvertently compromised
during the recording process. We outline these steps
in this section.

To obtain the best quality audio and video for release,
we combined the audio from Zoom with the video from
OBS Studio. We found that the video from OBS Stu-
dio was superior in quality to that from Zoom (Sec-
tion[#.4.2), but that the audio from Zoom was superior
to that from OBS Studio (Section £.4.1). The high-
est quality version of the recordings is therefore a ver-
sion combining audio from Zoom and video from OBS
Studio, and this is the version available to the research
community.

A synchronisation process was necessary to combine
the two modalities: having been captured from two in-
dependent tools, the audio from OBS Studio and the
video from Zoom were not synchronised. There is a de-
lay due to the time taken to initiate the Zoom recording
and to launch OBS Studio. However, OBS Studio has
an audio track which is synchronised with its video. We
therefore indirectly synchronise the audio from Zoom
with the video from OBS Studio by synchronisation of
Zoom audio and OBS Studio audio.

To synchronise the audio tracks, we used cross-
correlation, a measure of similarity between two time-
varying signals (such as audio). The time delay is
found by maximising the cross-correlation of the au-
dio tracks, making use of the fact that by defini-
tion the cross-correlation of two signals is maximised

when the signals are time-aligned
[piner, 1975). We use the correlate function of
the scipy.s ignalﬂ Python package to compute the
cross-correlation. A qualitative inspection of the syn-
chronised audio files reveals that the method is highly
accurate.

The original video recordings of the corpus contain
all the participants in each session, arranged on a grid
(Figure [I). In order to provide researchers with sev-
eral versions of the corpus for different research tasks,
we cropped the videos of each session to generate addi-
tional individual videos of each participant in a session
(Figure . We used the OpenCVm video processing
library in Python, and the resulting resolution of the
videos was 834x472, which is the maximum resolution
which can be obtained when cropping the participants
in the recording of the Zoom grid. OpenCV was chosen
over more powerful video editing tools such as Adobe
Premiere Pro as it enabled the video to be cropped with-
out compromising quality through re-encoding or com-
pression. Two versions of each cropped individual par-
ticipant video were generated. The first has the audio
track with the session-level audio (i.e. all participants),

https://docs.scipy.orqg/doc/scipy/
reference/signal.html Last Accessed: 11.01.2022

thttpS : //Opel’lCV . org/ Last Accessed: 11.01.2022

and the second has only the audio from the participant
depicted in the cropped video.

A number of videos required further editing. The par-
ticipants’ locations on the grid (Figure [T) was deter-
mined by Zoom, however their positions could change
if a participant dropped off the call and had to rejoin
it (e.g., due to a short interruption in internet connec-
tivity). There were some instances of this behaviour
in the recordings, necessitating further editing. There
is no available video during the time in which a par-
ticipant is missing from the call, so we filled in this
time with empty (black) frames. Other editing steps
pertained to anonymisation, such as placing in the par-
ticipant’s pseudonym where it had been replaced with
their real name by Zoom upon rejoining a call after lost
connectivity.

Figure 2: A still from a cropped video depicting partic-
ipant PO45 with pseudonym Max from session S06.

6. Transcription

Due to issues with the Zoom ASR generated tran-
scription (Subsection f:43), we conducted a semi-
automated process to generate a more accurate and de-
tailed transcription from scratch. Subsequent forced
alignment (McAuliffe et al., 2017)) yielded word and
phoneme level boundaries. Transcription files are pro-
vided in the TextGrid format for ease of use with the
Praat (Boersma and Van Heuven, 2001) annotation and
linguistic analysis software. The transcription genera-
tion and correction process is outlined in this section.

6.1. Automatic speech recognition

We used the cloud-based speech-to-text service from
Microsoft AzureE| to obtain an initial transcription
which we later manually corrected. The tool provides
a number of English language models including United
States English (EN-US) and United Kingdom English
(EN-UK)E| Our recordings mostly contained Irish na-
tive speakers of English, with Irish-English a recog-

"https://docs.microsoft.com/en—us/
azure/cognitive-services/speech—-service/
speech—to—text Last Accessed: 11.01.2022

'“An Irish-English model was unavailable at the time so
we do not present a WER for this model. It has since been
added by Microsoft to their speech-to-text service.
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nised distinct dialect of English. We conducted an eval-
uation of the EN-US and EN-UK ASR models on a
subset of hand-transcribed recordings containing four
native speakers and one non-native speaker of English.
We used the Microsoft ASR tool with both EN-US and
EN-UK models. We found that the EN-US model was
more accurate than the EN-UK model with WER of
25.1% and 30.1% respectively, averaged across all the
speakers. For the four native speakers of English, the
WER was 13.8% and 10.5% respectively. We have not
systematically investigated this result, though there are
notable similarities between the dialects of Standard
US English and most Irish-English dialects not com-
monly present in many dialects of English spoken in the
UK, such as rhoticity (O’Sullivan, 2013} Demirezen,
2012). We note the reduced accuracy of the ASR on
non-native speakers of English, and this was a factor in
our decision to correct the transcriptions using an ex-
pert annotator (Section[6.2).

We obtained automatic transcriptions for the Zoom au-
dio of each session using the Microsoft EN-US ASR
model. Each session had one audio file per participant
containing their dialogue resulting in one transcription
per participant. To obtain a full transcription of the ses-
sion with speaker labels, we joined these transcriptions
into a single TextGrid file. Synchronisation was not
an issue as all audio tracks are synchronised automat-
ically by Zoom. We enabled utterance and word-level
time boundaries in the settings of the ASR tool for each
audio track. A complimentary set of word boundaries
and additional phoneme boundaries was obtained using
the Montreal Forced Aligner (McAuliffe et al., 2017)
with the provided model and pronunciation dictionary
derived from the LibriSpeech corpus (Panayotov et al.,
2015).

6.2. Manual correction of transcription and
paralinguistic elements

The transcriptions have been manually corrected from
the automatic transcripts to ensure the high quality and
accuracy necessary to investigate linguistic phenom-
ena. Each utterance and utterance boundary from the
Microsoft ASR tool has been inspected using PRAAT
software (Boersma and Van Heuven, 2001)). Utterance
boundaries were subsequently corrected if deemed nec-
essary, and the orthographic format of Microsoft ASR
was respected but corrected in case of errors. The
Microsoft ASR tool did not consistently record dis-
fluencies in the dialogues. We therefore reintroduced
any disfluencies that were eliminated by the automatic
transcription process during manual correction (i.e.
restarts, repetitions or repairs) to correspond to natu-
rally occurring speech, with usage of the Switchboard
Transcription Guidelines 7.1 for speech transcriptions
(Hamaker et al., 1998) for elements outside Microsoft
orthographic format.

An additional layer of manual annotation added to the
corpus relates to the paralinguistic elements that both

surround and are an integral part of naturally occur-
ring speech, e.g. laughter (which represents the ma-
jority of the annotated paralinguistic elements in the
corpus). We annotated the corpus for a subset of par-
alinguistic elements chosen from the list of typical non-
speech sounds in the Switchboard Transcription Guide-
lines (Hamaker et al., 1998)).

Following manual corrections and paralinguistic phe-
nomenon annotation, the files were imported into the
ELAN software (Wittenburg et al., 2006). ELAN was
chosen as it enables the complete hierarchy of annota-
tions (utterances, words, parlinguistics) to be simulta-
neously visualised. The ELAN tool with corpus anno-
tations is shown in FigureE]). With ELAN, the scenario
have been be divided into sections and subsections cor-
responding to the question and ranking phases from the
designed scenario, and the format can facilitates the ad-
dition of further annotations in the future.

e
t

ikl st e o |1 I e |
LLLALL LI A LB
n I

Figure 3: Example of a session in ELAN with partici-
pants transcription tiers (ASR and manually corrected).

7. Data annotation

The manual annotation of students’ behaviour was
made using an instrument created originally for class-
room settings by Goldberg et al. (Goldberg et al.,
2019; Stimer et al., 2021), that we adapted to video-
conferencing group tutorials by shifting the focus from
full-body language to rather focusing on facial expres-
sions and attention. The adapted scale is shown in Fig-
ure [l The scale follows a combination of off-task/on-
task and passive/interactive concepts, and ranges from
+2 for high observed engagement to -2 for active dis-
ruption, while 0 indicates a passive behaviour.

The continuous engagement annotations of student par-
ticipants were made using the CARMA software (Gi-
rard, 2014) as shown in Figure [5 by two expert anno-
tators recruited at Trinity College Dublin, specifically
trained to follow the above scale. Each annotator rated
half of the sessions using the public release videos of
the corpus. We provided the annotators with videos of
individual participants which were paired with an au-
dio track containing dialogue from all speakers in the
session (see Section [3] for further detail). As such, an
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*2| gharing reflection with others, arguing to defend their position

Interactive

Seeking a turn fo speak
showing signs of intention to take the floor (on-talk)
using additional material independently (related typing)

Reflective, upright posture, listening without deing anything else,
reactive

+

OM-TASK

Neutral expression, head in hand

Passive
I
o

Gaze/focus shifting away - attention drifting off-task

Checking device, other application on computer (unrelated
typing), body posture clearly tumed away

O TASK

Walking around (physically disengaging), change location
speaking to someone else present (off-talk)

Actively distracting/disrupting (e.g. intentional off-topic sharing,
comments)

Interactive

o

Figure 4: Adapted continuous scale for online conver-
sational engagement in groups.

annotator receives the benefit of hearing all participants
in the session but focusing visually on that a single stu-
dent. The order in which the individual videos of each
session were annotated was randomised in order to re-
duce repetitiveness of the task, as excessive task repe-
tition could fatigue the annotator, reducing the quality
and accuracy of the annotations.

) CARMA Collet Ratings

nteractive

s02.3mpt 00832 Pause Rating

Figure 5: Example of continuous engagement rating
using the CARMA software.

One issue that requires careful attention in annotations
of high level behavioural phenomena such as engage-
ment (Inoue et al., 2019) is the potential subjectivity
that arises as each defined state requires interpretation.
Previous studies investigating engagement used major-
ity voting and others assumed that a latent character
is affecting each annotator’s perception (Inoue et al.,|
[2019). We make individual annotations available to al-
low assessment of inter-rater agreement.

For completeness, a number of session level descrip-
tors are released for each session under the following
categories, with sample descriptors provided in brack-
ets: screen interventions (blanking participants home
screen for privacy), video events, video description,

video lighting (uneven lighting), video background,
participant position in frame (occlusions), facial fea-
tures (beard, glasses), online accessories (headphones).

8. RoomReader corpus availability

From its inception, this dataset has been planned as a
structured corpus to be made available to researchers
across the wide range of fields interested in speech in-
teraction analysisEl A summary of final audio, video,
annotations that will be released to the wider research
community can be seen in Table[3]

Table 5: Summary of content of corpus release.

Category Description

Audio Participant-level audio, one track per participant
Session-level audio, one track per session

Video Video of every participant on the call, arranged in a
grid, one per session
A cropped video of each participant in the grid, one per
participant

Transcription ASR-generated transcription of session dialogue with
speaker labels, TextGrid format
Rich manually-corrected transcription of session dia-
logue with speaker labels, TextGrid format
Utterance, word and phoneme-level boundaries for
each session, TextGrid

Annotation Continuous annotation of student engagement (4 exter-
nal annotators)

Paralinguistic annotations (e.g., laughter, coughs, etc.)
Session-level observations (e.g., uneven lighting, wear-
ing headphones)

Psychometrics  Participant personality tests, where consent provided
Participant demographic information (age, gender,
country)

Students’ self-reported levels of engagement, Likert
scale

Tutors’ perception of student levels of engagement
Tutor behaviour as rated by students, Likert scale

9. Conclusion

This paper has presented the RoomReader corpus, a la-
belled dataset of 30 online tutorial-style sessions in-
volving 118 participants. The audio and video ma-
terial is accompanied by automatically and manually
corrected transcriptions as well as a rich set of as-
sociated engagement annotations, group cohesion and
additional information concerning participants such as
personality tests. We are making this corpus freely-
available for research under a non-commercial license.
We believe this corpus is a substantial resource that will
allow researchers study many aspects of multimodal,
multiparty conversations in online settings.
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A. Appendix: RoomReader Corpus Participant Consent Form

Table 6: Consent form given to the RoomReader corpus participants.

There are 16 sections in this form. Each section has a statement and asks you to tick the box if you
agree. Please ask any questions you may have when reading each of the statements, by emailing us at
roomreader @adaptcentre.ie. Please answer no if you do not agree. Thank you for participating.

&

® N

10.

11.

12.

13.

14.

15.

16.

I confirm I have read and understood the Participant Information Form for the study. The information has
been fully explained to me and I have been able to ask questions, all of which have been answered to my
satisfaction.

I understand that this study is entirely voluntary, and if I decide that I do not want to take part, I can
withdraw my consent at any time for up to two weeks after the recording, without giving a reason.

I understand that I will be paid for taking part in this study.

I agree to take part in this research study having been fully informed of the risks, benefits and alternatives
which are set out in full in the Information Form which I have been provided with.

I know how to contact the research team if I need to.

I agree to being contacted by researchers by email as part of this research study.

I agree to complete a questionnaire before and after the recording as part of this research study.

I agree that researchers worldwide, which will be bound to a license agreement to only use the data for
research and learning purposes, can use stills from videos which may contain my face, in publishing or
presenting research papers related to this work. (Ticking "No” here does not exclude you from the study.)
I agree that researchers worldwide, which will be bound to a license agreement to only use the data
for research and learning purposes, can publicly play videos which may contain my face and voice, in
presenting research related to this work. (Ticking ”"No” here does not exclude you from the study.)

I understand that any identifiable information about me (personal data) will be protected in accordance
with the General Data Protection Regulation (GDPR).

I understand that I am participating in a study that will record my face and voice, and this means that I
can potentially be identified.

I agree that the questionnaires may be shared with third party researchers worldwide for research and
learning purposes. This concerns the post-recording self-assessment, and the assessment of the facilitator
behaviour. I understand that the questionnaire will have a code number to replace my name.

I agree that the questionnaires may be shared with third party researchers worldwide for research and
learning purposes. This concerns the personality test. I understand that the questionnaire will have a code
number to replace my name. (Ticking ”No” here does not exclude you from the study.)

I understand that I have the right to review my recording within two weeks following the session.

T understand that partial recordings may be shared with third party academics worldwide for research and
learning purposes.

I understand that the original recording of my session will be retained by Trinity College Dublin for 5
years for use solely by Trinity College Dublin, and then destroyed.
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