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Abstract

Empathy is a vital component of health care
and plays a key role in the training of future
doctors. Paying attention to medical students’
self-reflective stories of their interactions with
patients can encourage empathy and the forma-
tion of professional identities that embody de-
sirable values such as integrity and respect. We
present a computational approach and linguistic
analysis of empathic language in a large cor-
pus of 440 essays written by pre-med students
as narrated simulated patient — doctor interac-
tions. We analyze the discourse of three kinds
of empathy: cognitive, affective, and prosocial
as highlighted by expert annotators. We also
present various experiments with state-of-the-
art recurrent neural networks and transformer
models for classifying these forms of empathy.
To further improve over these results, we de-
velop a novel system architecture that makes
use of frame semantics to enrich our state-of-
the-art models. We show that this novel frame-
work leads to significant improvement on the
empathy classification task for this dataset.

1 Introduction

Empathy is a complex phenomenon concerning
how we seek to understand and experience, to some
extent, the experiences of others (Ratcliffe, 2017)
—i.e., having a sense of the other’s story and the
context in which it takes place. One way to get to
an appreciation of one’s complex situation (i.e., the
embodied actions and the contexts within which
they act) is through narratives of lived experience
(MclIntyre, 1981; Gallagher, 2012). Self-reflective
(i.e., first person) narratives, for instance, offer a
wide range of resources for empathy, as they bring
together one’s inner and outer worlds, thus giv-
ing meaning to experience (Mattingly, 2000). In
this respect, narratives seem necessary for empa-
thy, as our first-person experience is grounded in
the contextualized content of the narrative. They
also provide a form or structure that allows us to
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frame an understanding of others, together with a
learned set of skills and practical knowledge that
shapes our understanding of what we and others
are experiencing.

Reflective writing is a dynamic process that al-
lows for an active engagement with knowledge and
experience, being widely used in clinical practice
(Jasper et al., 2013; Burkhardt et al., 2019; Arti-
oli et al., 2021). Putting into words the focused
inspection of their thoughts, feelings, and events
enables one to reprocess the experience, build new
insights, and new ways to conceive reality (Ar-
tioli et al., 2021). Thus, narrative exercises like
self-reflective stories can help medical students
recognise and derive meaning from key experi-
ences, which in turn can support critical thinking,
self-consciousness, and the development of per-
sonal skills, communication and empathy skills,
self-knowledge, professional identify development,
and instill behavior change (Craft, 2005; Borgstrom
et al., 2016; Mintz-Binder et al., 2019; Allan and
Driscoll, 2014; Peterson et al., 2018; Liu et al.,
2016; Bekker et al., 2013). Such writing can lead
to an increase in experience-taking skills (Kaufman
and Libby, 2012) and can decrease stereotyping,
prejudice, and racial bias in healthcare (Williams
and Wyatt, 2015).

In this research, we take a narrative approach
to empathy and explore the experiences of premed
students at a large university by analysing their
self-reflective writing portfolios (a large corpus
of first-person essays written by premed students
in narrated simulated patient-doctor interactions).
Specifically, we introduce an exploratory study of
empathy in clinical encounters paying attention to
the discourse of three types of empathy: cognitive
(the drive and ability to identify and understand
another’s emotional or mental states), affective (the
capacity to experience an appropriate emotion in re-
sponse to another’s emotional or mental state), and
prosocial behavior (a response to having identified
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the perspective of another with the intention of act-
ing upon the other’s mental and/or emotional state),
following established practices in psychology (Cuff
et al., 2016; Eisenberg et al., 2006; Rameson et al.,
2012). We introduce a set of informative baseline
experiments using state-of-the-art recurrent neural
networks and transformer models for classifying
the various forms of empathy. As initial experi-
ments show relatively low scores, we explore a
novel FrameNet-based system architecture where
we use sentence frames to extract additional seman-
tic features. We apply this framework to state-of-
the-art and representative neural network models
and show significant improvement in the empathy
classification task for this dataset. Although previ-
ous research suggests that narrative-based interven-
tions tend to be effective education-based methods,
it is less clear what are some of the mechanisms
through which narratives achieve such an effect,
which is another contribution of this research.

2 Related Work

In spite of its increasing theoretical and practical
interest, empathy research in computational linguis-
tics has been relatively sparse and lacks cohesion.
Even more so, investigations of empathy as it re-
lates to clinical practice have received even less
attention mainly due to data and privacy concerns.

Most of the research on empathy detection has
focused on conversations or interactions, as dia-
logue systems (Zhong et al., 2020; Chen et al.,
2022a; Samad et al., 2022), or in online platforms
(e.g. (Pérez-Rosas et al., 2017; Khanpour et al.,
2017; Otterbacher et al., 2017; Sharma et al., 2020;
Lahnala et al., 2022; Sharma et al., 2021; Hosseini
and Caragea, 2021), a few on news stories and other
narratives (Buechel et al., 2018; Wambsganss et al.,
2021b; Sedoc et al., 2020; Mundra et al., 2021;
Guda et al., 2021), and even less on empathy in
clinical settings (Zhou et al., 2021; Shi et al., 2021).
Buechel et al. (2018) used crowd-sourced work-
ers to self-report their empathy and distress levels
and to write empathic reactions to news stories.
Wambsganss et al. (2021b) built a text corpus of
student peer reviews collected from a German busi-
ness innovation class annotated for cognitive and
affective empathy levels. Furthermore, using Bat-
son’s Empathic Concern-Personal Distress Scale
(Batson et al., 1987), Buechel et al. (2018) have
focused only on negative empathy instances (i.e.,
pain and sadness "by witnessing another person’s

suffering"). This year, the WASSA shared task
focused on predicting empathy, emotion, and per-
sonality in reaction to news stories (Barriere et al.,
2022; Vasava et al., 2022). The dataset is an ex-
tension of Buechel et al. (2018)’s dataset —i.e., it
includes news articles that express harm to an en-
tity (e.g. individual, group of people, nature). Each
article comes with reaction essays in which au-
thors expressed their empathy and distress toward
these news articles. Each essay is annotated for
empathy and distress, and with authors’ personality
traits and demographic information (age, gender,
ethnicity, income, and education level). Here, we
could not compare our models with the WASSA
results — our dataset does not capture the meta-data
in WASSA. Moreover, our empathy instances are
not always negative (Fan et al., 2011): a dataset
reflecting empathetic language should ideally allow
for expressions of empathy that encompass a vari-
ety of positive and negative emotions. We could
not compare against its best performing system due
to limited reproducibility (Chen et al., 2022b).

In multimodal research, R. M. Frankel (2000)
and Cordella and Musgrave (2009) identify sequen-
tial patterns of empathy frequently expressed in
video-recorded exchanges by medical graduates in-
teracting with a cancer patient. Sharma et al. (2020)
analyzed the discourse of conversations in online
peer-to-peer support platforms. They successfully
trained novice writers to improve low-empathy re-
sponses by giving the writers feedback with exam-
ples of sentences that are typical of recognition and
interpretation of others’ feelings or experiences.
In a subsequent set of experiments (Sharma et al.,
2021), they suggested that empathic written dis-
course should be coherent, specific to the conversa-
tion at hand, and lexically diverse.

To our knowledge, no self-reflective narrative
text corpora have been developed for computational
linguistics investigations of clinical student train-
ing. Adding to the scarcity of empathy-dedicated
resources, there is also a lack of understanding of
which linguistic features might contribute to the
various types of empathy, like cognitive, affective,
and prosocial behavior.

3 Self-reflective Narrative Essays in
Medical Training

In this research, we focus on self-reflective narra-
tives written by premed students given a simulated
scenario. Simulation is strongly set on our first-
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person experiences, relying on resources that are
available to the simulator. In a simulation process,
the writer puts themselves in the other’s situation
and asks what “I would do if I were in that situa-
tion.” Perspective taking (i.e., cognitive empathy)
is crucial for fostering affective abilities, enabling
writers to imagine and learn about the emotions
of others and to share them, too. As empathy is
other-directed (De Vignemont and Jacob, 2012;
Gallagher, 2012), this means that we, as narrators,
are open to the experience and the life of the other,
in their context, as we can understand it.

This study’s intervention was designed as a writ-
ten assignment in which premed students were
asked to consider a hypothetical scenario where
they took the role of a physician breaking the
news of an unfavorable diagnosis of high blood
cholesterol to a middle-aged patient'. They were
instructed to recount (in first person voice) the hy-
pothetical doctor-patient interaction where they ex-
plained the diagnosis and prescribed medical treat-
ment using layman terms and language they be-
lieved would comfort as well as persuade the hypo-
thetical patient to adhere to their prescription.

With the students’ consent, we collected a corpus
of 774 essays over a period of one academic year
(Shi et al., 2021). Following a thorough annotation
process, annotators (undergraduate and graduate
students in psychology and social work)” labeled a
subset of 440 randomly selected essays (henceforth,
"the corpus"). Using a rich color code schema, each
sentence in every essay was labeled as either cog-
nitive empathy (green; e.g., "She looked tired"),
affective empathy (yellow; e.g.: "I felt the pain"),
or prosocial behavior (cyan; e.g.: "I reassured her
this was the best way") (everything else was "no
empathy") (Cuff et al., 2016; Eisenberg et al., 2006;
Rameson et al., 2012). The six paid undergraduate
students were trained on the task and instructed to
annotate the data. Two meta-annotators, paid grad-
uate students with prior experience with the task,
reviewed the work of the annotators and updated
the annotation guidelines at regular intervals, in an
iterative loop process after each batch of essays>.
The meta-annotators reached a Cohen’s kappa of
0.82, a good level of agreement. Disagreed cases
were discussed and mitigated. At the end, all the
essays were re-annotated per the most up-to-date

'The patient was referred to as Betty or John.

The students were hired based on previous experience
with similar projects in social work and psychology.

310 essays per week

guidelines. The resulting annotated data shows
an uneven label distribution in the annotated cor-
pus (11,763 total): 667 (cognitive), 1,659 (affec-
tive), and 723 (prosocial) sentences (and 8,714 non-
empathy sentences).

4 Empathy Classification Task

In this research, our goal is to explore machine
learning models of empathy classification in nar-
rative essays to better our understanding of the
mechanisms through which empathy can be ex-
pressed. Since we are interested in the linguistic
expressions of empathy, we zoom in to the sentence
level. Given such a corpus of essay sentences, we
first build a binary classifier which can be useful
in applications requiring a general linguistic un-
derstanding of the presence of empathy. In some
cases such as medical communication training of
pre-med students, a more fine-grained understand-
ing of different kinds of empathy is useful. Thus,
we also build a classifier that can identify each type
of empathy: cognitive, affective, and prosocial.

For both types of classifiers, we first experiment
with several state-of-the-art statistical and machine
learning models. As our research is focused on
the subcategorization of empathy, we seek to im-
prove our multi-label classifier. Thus, we introduce
a new and better performing system architecture
by employing FrameNet (Baker et al., 1998), the
research and development project which builds on
the theory of frame semantics. Using a state-of-
the-art FrameNet sentence parser (Swayamdipta
et al., 2017), we extract semantic frames from each
sentence in our corpus and use this resource to en-
hance our original (baseline) models with these
additional knowledge. As we will show in Subsec-
tion 4.4, incorporating FrameNet semantics into
state-of-the-art deep learning models leads to an
increase in empathy classification results.

4.1 Baseline Models

We started with the following representative base-
line models: Naive Bayes (NB), support vector
machines (SVM), and logistic regression (logR).
We are also interested in observing the performance
of deep learning methods and, among them, we ex-
periment with long-short term memory (LSTM)
(Hochreiter and Schmidhuber, 1997) and bidirec-
tional long-short term memory (bi-LSTM) (Graves
and Schmidhuber, 2005) models; additionally, we
use the transformer neural network models BERT
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(Devlin et al., 2018) and RoBERTa (Liu et al.,
2019). We used unigrams as our features. We
also initialized the embedding layers in our neu-
ral models (LSTM and bi-LSTM) with GloVe em-
beddings since the expression of empathy involves
larger units than words, and embeddings are known
to better capture contextual information. For the
transformer models, we use the default BERT em-
beddings. Since our dataset is imbalanced, we
report the precision, recall, and F1-score (harmonic
mean of the precision and recall).

We identify sentences with empathy by using the
annotator’s highlights — e.g., a sentence containing
cyan and green highlights is considered a prosocial
and cognitive empathy sentence. For our binary
empathy classification, we use colored sentences
as empathy sentences. We consider sentences with
no highlights as no empathy sentences.

For the NB, logistic regression, and SVM mod-
els, we generate binary classifiers for each type of
empathy. For all the neural network models, we
generate multi-label classifiers. For each type of
empathy highlighted sentences, we reserve 80/20
training/test ratio, with 5-fold cross validation. For
the logistic regression models, we use a L2 regu-
larization and for the SVM models, a linear kernel
function. We decided to apply an attention layer
for the LSTM and bi-LSTM models to learn pat-
terns that may improve the classification. For our
final output layer, we use the sigmoid activation
function, as we are dealing with a multi-label classi-
fication task. For the BERT and RoBERTa models,
we apply a dropout layer with probability 0.4 which
helps to regularize the model; we use a linear out-
put layer and apply a sigmoid on the outputs.

For our binary empathy classification task, we
find that the imbalanced dataset greatly affects the
performance of most models; the best performing
model: BERT achieves an Fl-score of 0.56 for
empathy sentences and 0.79 for no empathy sen-
tences. To combat this imbalance, we randomly
downsampled the no empathy sentence dataset (to
get an equal number of empathy and no-empathy
sentences). This resulted in an improved BERT
model (0.72 F1 for empathy and 0.79 F1 for no em-
pathy sentences). For our second empathy classifi-
cation task, we again downsample the total number
of no empathy sentences, resulting in a final dataset
of 1,659 affective empathy sentences, 723 proso-
cial sentences, 667 cognitive sentences, and 1,659
no empathy sentences. Table 1 shows the precision,

recall, and F1-measure scores for these baseline
experiments. As only 5.81% of our sentences con-
tain multiple types of empathy, we only present
collapsed results for each category. We leave the
study of these sentences for future research.

The Naive Bayes, SVM, and logistic regression
models all overfit the training data and, in general,
do not handle the imbalanced dataset well. The
neural network models provide more promising re-
sults, with affective empathy even reaching 0.81 F1
scores. Prosocial empathy seems to be the most
difficult to identify, with the highest F1 of 0.73 as
obtained by the BERT model. Overall, the trans-
former models, BERT and RoBERTa, achieve the
best performance across all three types of empathy.

4.2 Incorporating FrameNet to Improve
Empathy Classification

In our attempt to improve the classification of our
empathic narrative sentences, we decided to ex-
plore feature generation to further enhance these
models. Since empathy is a highly complex
semantic-pragmatic phenomenon, one intuition is
that semantic knowledge should help the classifiers.
One linguistic theory called frame semantics de-
constructs a sentence into predicate-argument struc-
tures that describe meaning not at the level of indi-
vidual words, but is instead based on the concept of
a scenario, scene, or event called a frame. Frames
are defined by the group of words that evoke the
scene (frame-evoking elements or FEEs), as well
as by their expected semantic arguments (frame
elements). A JUDGMENT frame, for instance, has
FEEs like praise.v, criticize.v, and disapprove.v,
and frame elements such as Cognizer, Evalueee,
Expressor, Reason. The Berkeley FrameNet project
(Baker et al., 1998; Ruppenhofer et al., 2016) is the
most well-known lexical resource of frame seman-
tics, with definitions for over 1200 frames.*

To generate new features, we leverage frame se-
mantics to identify all the frames that occur in a sen-
tence. Each sentence in our essay corpus is parsed
with the Frame-Semantic Parser (Swayamdipta
et al., 2017), which is based on a softmax margin
segmental recurrent neural network model. Specifi-
cally, we use the FrameNet 1.7 pretrained models
to predict frames for each of our sentences. For
instance, for “He played an important role in pre-
venting her from becoming depressed"”, the frame

*We used the release 1.7 which has 1,222 frame annota-
tions ( http:/framenet.icsi.berkeley.edu).
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Classifier Cognitive Affective Prosocial None
Prec. Rec. F1 | Prec. Rec. F1 | Prec. Rec. F1 | Prec. Rec. Fl

NB 0.03 0.18 0.05| 005 038 0.09| 0.14 0.05 007] 1.0 072 0.84
SVM 030 0.19 023 ] 046 050 048 | 044 037 040 | 0.80 0.71 0.75
LogR 044 038 040| 074 058 065 | 020 025 022077 071 0.74
LSTM 0.62 0.72 067 | 063 061 0.62| 051 059 055|071 0.76 0.73
biLSTM 0.64 071 067 ] 079 062 0.69 | 059 0.62 0.60 | 0.78 0.74 0.76
BERT 0.74 0.78 076 | 092 0.73 0.81 | 072 0.75 0.73 | 0.75 0.84 0.79
RoBERTa 0.74 083 078 | 077 0.78 0.77 | 0.69 0.68 0.68 | 0.77 0.80 0.78
FN-LSTM 0.73 0.73 073 ]10.83 068 0.75| 0.66 0.78 0.72 | 0.79 0.77 0.78
FN-biLSTM 0.71 088 079 | 085 0.78 0.81 | 0.72 0.86 0.78 | 0.73 0.75 0.74
FN-BERT 0.78 0.89 083 | 088 0.79 083 | 0.82 0.88 0.85| 0.71 0.80 0.75
FN-RoBERTa 0.73 088 0.80| 0.85 0.79 082 | 082 0.86 0.84 | 0.71 0.80 0.75

Table 1: Precision, recall and F1 scores of all baseline and FrameNet-incorporated classifiers on the test dataset: 133
cognitive, 332 affective, 145 prosocial, and 332 no-empathy sentences. Bolded numbers indicate best performance.

semantic parser identifies four frames: PERFORM-
ERS_AND_ROLES (i.e., he played a role), IMPOR-
TANCE (i.e., important role), THWARTING (i.e., pre-
venting her), EMOTIONS_BY_POSSIBILITY (i.e.,
becoming depressed).

Given the parser’s extraction of 669 unique
frames from our entire sentence dataset, we ex-
plore the most common frames present in sentences
containing each type of empathy (Table 2). Many
of the frames exhibited in cognitive empathy sen-
tences focus on speaking, supporting, and seeing,
while affective empathy sentences contain frames
related to responses, stimulating emotions, and per-
ceiving emotions/states. Many of the prosocial
empathy sentences include frames that discuss a
form of action e.g. trying to [perform an action],
reassure, seek to achieve, etc.

To use the frame identification as a feature in our
models, we generate a frequency vector to encode
the occurrences of a frame in a sentence. For exam-
ple, if we had a total of 3 frames Fa, Fb, Fc, and
sentence x contained one mention of frame Fa, 2
mentions of Fb, and no Fc, our encoding vector
would be: [1, 2, 0], representing their frequencies.
Thus, we generate a vector of size 669 for each of
our sentences in the whole essay dataset.

In our quest for improved empathy classification,
we focus on our neural network (LSTM, bi-LSTM,
BERT, and RoBERTa) models as these proved to
perform best in our baseline experiments. For our
LSTM and bi-LSTM models, we use GloVe embed-
dings to encode the processed sentence, and then
add the FrameNet encoding vector to the end of
the embedding vector. We then apply the LSTM or
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bi-LSTM layer followed by the attention layer and
transform outputs using the sigmoid activation to
get class probabilities (Figure 1 shows the system
architecture for this framework).

For the BERT and RoBERTa models, we first
input the processed sentence and extract the textual
embeddings, and append the FrameNet encoding
vector to the embedding vector. We then apply a
feedforward neural network — i.e., a multi layer
perceptron (MLP) with a sigmoid activation func-
tion — to get predictions (Figure 2 shows the system
architecture for this framework).

4.3 Constructing a Frame Lattice

An initial exploration of the FN parser shows that
our training dataset contained a total of 616 unique
frames, roughly 50% of them appearing only in at
most 5 sentences. To optimize learning in the neu-
ral network models, we identify a lattice of frames
from our training corpus that most improves the
classification performance. To do this, we iterate
through each combination of subsets of size K of
the identified frames in our training dataset. We
then compute weighted average accuracy scores for
empathy classification using the training dataset
and identify the set of frames most influential in
each of the four models considered. An initial set
of exploratory experiments has shown that lattices
of sizes between 5 and 20 yield the highest im-
provement. Frame lattices of size 2, 3, and 4 did
not show any significant improvement (i.e., no in-
crease in score above 0.01). Latices larger than 20
become very noisy and, thus, negatively impact per-
formance. Thus, we decided to further explore this



Cognitive Affective

Prosocial

JUDGMENT (159)
MAKE_COGNITIVE_CONNECTION (143)
SPEAK_ON_TOPIC (134)

SUPPORTING (108)

SEE_THROUGH (96)

RESPONSE (831)
COMMUNICATION_RESPONSE (368)
PERCEPTION (293)
STIMULATE_EMOTION (209)
SOCIABILITY (148)

GESTURE (458)
DESIRABILITY (290)
REASSURING (274)
FACIAL_EXPRESSION (231)
AWARENESS (173)

Table 2: Most common fram

Prediction Layer Cognitive | Affective | Prosocial

Sigmoid activation

Attention Layer
LSTM/bi-LSTM Layer
LSTM/bi-LSTM Layer
g
Concatenated Feature Vector

Embedding |
Layer |

Processing
Layer

t

1

The patient was nervous about the appointment.

Input Sentence

Figure 1: Architecture for LSTM & bi-LSTM models

5-20 range. Specifically, we iterate through all pos-
sible combinations of 5 frames that appeared in the
training corpus. We then increment the frame size
by 1 in each iteration, and recompute performance.
Results on test data are shown in Fig. 3.

Since we wanted to use a metric that would mea-
sure the performance for all three empathy types
together, we did not use the individual F1 scores
for our categories. The closest measurement was
the macro-F1 score, but this is still an unweighted
average (since we have already had good perfor-
mance for affective empathy, using this metric, the
results would not increase by much). Thus, the
weighted average made more sense to identify the
best lattice.

LST™M

biLSTM

BERT
—— RoBERTa

0775

0.750

0725

0.700

0675

0.650

0625

Figure 3: Weighted average scores for varying lattice
sizes: 5to 20

4.4 FrameNet Experiments’ Results

To improve classification, we thus incorporate each
neural network’s best performing lattice and build
a frame encoding vector for each sentence in our

e classes for each empathy class

Cognitive I Affective | Prosocial
Prediction Layer Sigmoid activation
MLP
1

Concatenated Feature Vector

Embedding
Layer H

77777777777777777
Processing |
Layer

t

L)

The patient was nervous about the appointment.

Input Sentence

Figure 2: Architecture for BERT & RoBERTa models

dataset. We then follow the system architectures in
Figures 1 and 2 and compute the performance for
each model (See Table 1).

The experimental results show that the inclusion
of the FrameNet lattices improves performance con-
siderably. The best models are FrameNet-BERT
and FrameNet-RoBERTa, for which all the metric
scores significantly improve with this additional
feature. We also notice that the classification per-
formance for prosocial empathy significantly im-
proved over the baseline models (0.85 vs. previous
score: 0.73). The enhanced BERT model yields
the highest F1 scores for all three empathy types,
with all empathy categories scoring above 0.8; the
no-empathy category however does drop in perfor-
mance (0.75 vs. previous score: 0.79).

These experiments indicate that our system
learns best from a lattice of different sizes for
each learning model. Table 3 shows the specific
frames per model. Many of the learning architec-
tures choose the same frames in their lattices, e.g.
INTENTIONALLY_ACT, GESTURE, SOCIABILITY,
PERCEPTION, SENSATION. Interestingly, the trans-
former models select some additional frames di-
rectly linked to certain types of empathy: cognitive
(MAKE_COGNITIVE_CONNECTION, MENTION),
affective (PERCEPTION, RESPONSE), and proso-
cial (SEEKING_TO_ACHIEVE). These frames are
possibly somewhat tied to our specific dataset and
narrative genre, issue we leave for future research.

FrameNet-BERT vs. BERT
We also examined a bit closer the results to get
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LSTM (latice size = 13)

bi-LSTM (latice size = 14)

CAUSE_EMOTIONS, INTENTIONALLY_ACT, GESTURE,
JUDGMENT, DESIRABILITY, PERCEPTION, COMMUNI-
CATION_RESPONSE, SEEKING_TO_ACHIEVE, SENSA-
TION, SOCIABILITY, TELLING, WORRY)

EMOTIONS, EMOTIONS_BY_POSSIBILITY, EVOK-
ING, GESTURE, JUDGMENT, MENTION, OPIN-
ION, INTENTIONALLY_ACT, PERCEPTION, RE-
SPONSE, RESPOND_TO_PROPOSAL, COMMUNICA-
TION_RESPONSE_SCENARIO, SENSATION, SOCIABIL-

ITY, STIMULATE_EMOTION, SEEKING_TO_ACHIEVE

BERT (latice size = 14)

RoBERTa (latice size = 12)

CAUSE_EMOTIONS , EMOTIONS_BY_POSSIBILITY,

EVOKING, GESTURE, INTENTIONALLY _ACT,
MAKE_COGNITIVE_CONNECTION, MENTION,
OPINION, PERCEPTION, RESPONSE, SENSATION,

SOCIABILITY, SUPPORTING, WORRY

CAUSE_EMOTIONS, EMOTIONS_BY_POSSIBILITY, GES-
TURE, FACIAL_EXPRESSION, INTENTIONALLY_ACT,
JUDGMENT, MAKE_COGNITIVE_CONNECTION,
MENTION, PERCEPTION, RESPONSE,  SEEK-
ING_TO_ACHIEVE, SPEAK_ON_TOPIC

Table 3: Best frame latices for each learning model

more insights into the contribution of the FrameNet
external semantic knowledge to the task of empa-
thy classification. Specifically, we wanted to see
what kinds of examples FrameNet-BERT classifies
correctly over the baseline transformer BERT.

Overall, there was a total of 197 instances
(affective: 76; cognitive: 59; prosocial: 62) that
FrameNet-BERT classified correctly and BERT
incorrectly. A look at these sentences shows
a balanced combination of frames like MEDI-
CAL_CONDITIONS, DIFFICULTY, QUESTIONING,
BIOLOGICAL_CLASSIFICATION, EXPLAIN-
ING_THE_FACTS, CURE, as well as AWARENESS,
EMOTION_DIRECTED, COMING_TO_BELIEVE,
EXPERIENCER_FOCUS, EXPERIENCER_OBJ,
FEAR. These empirical results support new
evidence in medical education (Warmington,
2019; Warmington et al., 2022) — meaning, they
highlight how important it is for future doctors to
focus and reflect not only on how to diagnose and
provide proper treatment to the patient, but also to
develop an awareness of how patients experience
their illness and focus on how patients need their
experience of illness acknowledged.

In addition to these frames, a specific subset
deserves particular attention and discussion, sub-
set which works best in combination with those
mentioned above. Table 4 lists the most frequent
frames of non-verbal communication that tend to
occur in true positive test instances as identified by
FrameNet-BERT. These results indicate that, even
in self-reflective narratives, both verbal and non-
verbal aspects of interaction play an important role.
What we wear and the way we physically interact
with others communicate a great deal about who
we are (Iedema and Caldas-Coulthard, 2008). Such
narratives include information about non-verbal
communication and impressions of other aspects

of the context. For instance, the importance of
the senses of sight and sound in building up a rich
description of both the setting and events is well
recognised (i.e., laughter, cry, the tone or volume of
voices). These empirical results indicate that cog-
nitive and sensory self-awareness are critical to the
clinical encounter process. Doctors paying close
attention to their patients’ as well as to their own
sensations, perceptions and emotional responses
picture a process that emphasizes the importance
of self-awareness and awareness of others, both in-
dispensable in effective empathic communication.

5 Discussion and Conclusions

Medical education should and can incorporate
guided self-reflective practices that show how im-
portant it is for the students to develop an aware-
ness of the emotional and relational aspects of the
clinical encounter with their patients (Warmington,
2019). The way people identify themselves and
perform in particular roles and in relations to oth-
ers brings together a specific set of values, attitudes,
and competencies that can be supported through
ongoing self-reflection. Thus, students learn not
only how to diagnose and treat patients’ medical
conditions, but also how to witness the patient’s
illness experience. In practice, they often switch
between these positions: witnessing what it is like
for the patient, as well as understanding what they
need medically.

Often, clinical encounters can be highly charged
emotionally especially for patients in case of seri-
ous illness. Unfortunately, medicine lags behind
other health professions (like nursing, social work,
psychology) which learn from reflective practice
and respect it from the beginning. Yet, acknowledg-
ing the patient’s situation, who they are and their
experience can make a huge impact on the quality
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Frame Examples Count
BODY_PARTS I noticed Betty fidgeting and clasping her hands, and so I tried to reassure her 59
we would work together and develop a recovery plan.

SENSATION After he left the meeting room, I began feeling very helpless. 71

BODY_MOVEMENT He seemed to almost roll his eyes at that moment which I don’t blame him for. 41

CHANGE_POSTURE He quietly sat down with his hands folded without responding to my remark. 19

FACIAL_EXPRESSION I noticed after I told her the news, her mouth forming into a frown and she 38
seemed very depressed.

GESTURE I proceeded with the diagnosis to explain the severity of elevated levels but 83
stopped as she waved her hand.

BREATHING Betty and her family both sighed a breath of relief. 40

SOUND_LEVEL After I told him the bad news, my patient became silent. 16

Table 4: Examples of empathy sentences with non-verbal communication frames

of that relationship and the trust that is built up
for the patient. Narrative-based interventions and
activities can facilitate self-reflection and enrich
medical students’ professional identity formation.

Computational approaches to empathy can be
very valuable, but it is clear that such Al initiatives
must be multidisciplinary, using and developing a
variety of core sets of requirements and expertise
and engaging many participants, e.g. Al designers,
developers, frontline clinical teams, ethicists, hu-
manists, patients, caregivers (Matheny et al., 2019).

The research experiments and findings summa-
rized in this paper are part of a larger interdisci-
plinary and highly collaborative project where we
analyze both self-reflective narratives of simulated
interactions, as well as multimodal patient-doctor
encounters in real clinical settings (Girju, 2021;
Girju and Girju, 2022). In this paper, we presented
a computational approach and linguistic analysis
of empathic language in a large corpus of premed
student essays of narrated simulated patient-doctor
interactions. Specifically, we showed that semantic
information at the sentence level can be very useful
not only in empathy identification but provides de-
tails on the differences among the three main types
of empathy: cognitive, affective, and prosocial. We
presented novel and performant FrameNet-based
transformer models for empathy classification. In
future work, we will expand this analysis by con-
sidering discourse-level context. We will also inte-
grate other resources like WordNet (Miller, 1995),
VerbNet (Kipper et al., 2000), and take advantage
of larger discourse.

6 Ethical Considerations

Despite the clear benefits that such empathy detec-
tion systems can bring, there are also ethical issues
that arise from their use. First, machine learning
models are susceptible to design biases that may re-

sult in systematic errors, in addition to lower trans-
parency, loss of control, and potential lack of trust
by human users (Wambsganss et al., 2021a). More-
over, such models are data-driven — and most of
the time such data is potentially biased, highly sen-
sitive, where user privacy becomes an even more
important concern. For instance, although we fol-
lowed the ethical protocols put forward in academia
for data collection and annotation, our data is im-
balanced demographically (for both pre-med stu-
dents and the hypothetical patient) and limited to
only one clinical scenario (i.e., breaking bad news).
Furthermore, special attention should be given to
models designed to empathize with vulnerable pop-
ulation like children and people of various abili-
ties. Moreover, focusing only on one hypothetical
medical scenario, resulted in a dataset with limited
diversity. Another aspect to consider in future re-
search is the use of self-assessment vs. third-party
empathy reports. Although most of our pre-med
students were highly confident in their empathetic
abilities, more thorough research is needed in this
direction. Al research on empathy should compare
against and even integrate qualitative metrics like
the Jefferson Scale of Physician Empathy (Hojat
et al., 2001) or the Consultation and Relational
Empathy (CARE) Measure (Mercer et al., 2004).

Obviously, we are currently far from being able
to deploy such models to help in medical student
training. However, our annotated corpus and ex-
periments help shed new light on the empathy clas-
sification task and show what kind of linguistic
(semantic) knowledge can contribute to it. We also
hope such work will encourage future research and
collaboration between Al practitioners and clini-
cians. Overall, developers and providers alike need
to increasingly follow ethical considerations in the
human-value sensitive design of these systems to
ensure the well-being of their users.
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