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Abstract

Numerous machine translation systems have
been proposed since the appearance of this
task. Nowadays, new large language model-
based algorithms show results that sometimes
overcome human ones on the rich-resource lan-
guages. Nevertheless, it is still not the case
for the low-resource languages, for which all
these algorithms did not show equally impres-
sive results. In this work, we want to compare
3 generations of machine translation models
on 7 low-resource languages and make a step
further by proposing a new way of automatic
parallel data augmentation using the state-of-
the-art generative model.

1 Introduction

Being one of the oldest tasks of natural language
processing (NLP), machine translation changed
many different state-of-the-art approaches over
the past 70 years. Starting with old dictionary-
based systems, then going forward with statistical
algorithms, switching to neural approaches with
sequence-to-sequence methods, currently, the best
MT systems use language models (LM) with Trans-
former architecture inside.

All these new language models rely on huge data
corpora from which they are able to extract general
patterns about any language including grammar,
vocabulary, discourse characteristics, etc. Their
results are especially remarkable on the translation
tasks from one rich-resource language to another,
where they achieve results sometimes indistinguish-
able from the human ones.

However, when it comes to the low-resource lan-
guages, not all models can perform well. Recently,
new large LMs were developed especially for few-
shot learning, however, they are still evaluated on
the datasets containing several tens of thousands of
samples.

In this work, we want to evaluate the perfor-
mance of the algorithms coming from 3 differ-

ent generations of models: statistical, sequence-
to-sequence and transformer-based. Additionally,
we want to propose a new fully automatic parallel
data augmentation method based on GPT model
and compare the quality of the models fine-tuned
with the generated data.

For our purposes, we will take 7 extremely low-
resource languages of Eurasia coming from 4 dif-
ferent language families. All these languages will
be the source languages of translation, while Rus-
sian will be the target one. These languages are
mainly spoken in Russia, so linguists have already
collected small corpora of linguistic data for these
languages including the sentences translations to
Russian. We extracted sentences from these cor-
pora and composed 7 datasets of parallel sentences.
The minimum size of the corpus used is 586 train-
ing pairs and the maximum size is equal to 8619.

In the following, we will start by presenting the
related work that has been carried out so far (Sec-
tion 2), then the languages used for this study (sec-
tion 3). After this, we will describe the experiments
(Section 4) and analyse the obtained results (Sec-
tion 5). All the contributions made in this paper
will be summed up in the conclusion (Section 6) as
well as the direction of the future work.

2 Related work

Throughout the history of machine translation, nu-
merous models have been proposed. During the era
of statistical machine translation, one of the first
models were word-based models such as IBM ones
(Brown et al., 1993). These models were then fol-
lowed by the phrase-based systems (Koehn et al.,
2003) which became widely used for several years.

The next decade was marked by the appearance
of neural network-based machine translation algo-
rithms starting with a sequence-to-sequence model
with LSTM layers (Sutskever et al., 2014) which
was then modified with CNN (Gehring et al., 2017)
and different types of attention mechanism (Luong
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et al., 2015).
In the recent years, the Transformer architec-

ture (Vaswani et al., 2017) appeared and it showed
groundbreaking results in many NLP tasks. For ma-
chine translation, firstly, the original Transformer
paper showed new state-of-the-art scores and then
the metrics were improved by the T5 model (Raf-
fel et al., 2020), the multilingual mBART-25 (Liu
et al., 2020) and mBART-50 (Tang et al., 2020)
models followed by the other transformer-based
architectures.

These three generations of models have also
been used in the low-resource settings. We can
find adaptions of all kinds of algorithms for the
under-resourced conditions. For example, the
phrase-based statistical models have been used for
the translation of the low-resource Arabic dialects
(Meftouh et al., 2015).

As for the sequence-to-sequence models, an in-
teresting approach to data processing and further
Seq2Seq model training and tuning was shown
in the paper by Goel et al. (2020). The authors
transliterated all low-resource languages that they
had into the common alphabet shared with a rich-
resource language coming from the same lan-
guage group. Then they pre-trained a sequence-to-
sequence model using the corpus of a rich-resource
language and fine-tuned it with small corpora of
the low-resource languages. Another example of
the successful application of the Seq2Seq model to
the low-resource machine translation is the multi-
task training using the translation task from and to
several dialects at the same time (Moukafih et al.,
2021).

The Transformer-based models have also been
tested in the low-resource conditions. For exam-
ple, Garcia et al. (2021) proposed a new 3-stage
training approach with no data for the low-resource
languages. The authors trained the Transformer
model using the corpora of the close rich-resource
languages. Additionally, they used the so-called
synthetic corpora which contained the translations
of the sentences from all zero-source languages
which they generated using the model obtained
after the first stage of training.

As we can see, the main approach that is used
to improve the quality of the translation is trans-
ferring some knowledge from the languages that
are coming from the same language group or fam-
ily. Moreover, these language families have many
daughter languages that are popular in the world.

However, in our work, some of the languages ei-
ther are the only remaining living languages of
their family or come from the families which are
not widely known, so we will try to exploit some
approaches that do not rely on the languages simi-
larities.

3 Study of several low-resource languages

3.1 Motivation

In this study, we want to evaluate the performance
of 3 different types of models on a particularly dif-
ficult type of the machine translation task which
is the translation of extremely low-resource lan-
guages. The target language for all our experiments
is Russian, while the source sentences come from
7 low-resource languages.

Being a member of the Indo-European language
family, Russian is considered to be a high-resource
language with a common word order Subject-Verb-
Object (SVO) and fusional type of inflection. Apart
from many European languages, Russian uses
Cyrillic alphabet which makes it difficult to trans-
fer the knowledge of the pre-trained monolingual
language models by fine-tuning them on a small
Russian corpus. However, many popular language
models were trained on huge Russian corpora (for
example, Common Crawl (Eberius et al., 2015) or
Taiga (Shavrina and Shapovalova, 2017)), such as
BERT1, T52 or GPT3 and then applied on various
down-stream tasks.

The low-resource languages that we use in this
study are: Karelian, Ludic, Veps, Selkup, Evenki,
Chukchi and Ket. They are spoken in Eurasia,
mainly in Russia and adjacent countries, however,
none of them belongs to the Indo-European lan-
guage family. We chose these languages as they
are the heritage of the nationalities that use these
languages as the native one and of the countries
to which these nationalities belong. Unfortunately,
currently these languages are not widely spoken
any more, as it becomes more and more popular to
use Russian as a native language and learn English
as a second one. In Russia, studying the language
that represents the identity of a region is mandatory
only during the first 4 years of education in school,
so many students stop using their national language

1https://huggingface.co/DeepPavlov/
rubert-base-cased

2https://huggingface.co/cointegrated/
rut5-base-multitask

3https://github.com/ai-forever/ru-gpts

https://huggingface.co/DeepPavlov/rubert-base-cased
https://huggingface.co/DeepPavlov/rubert-base-cased
https://huggingface.co/cointegrated/rut5-base-multitask
https://huggingface.co/cointegrated/rut5-base-multitask
https://github.com/ai-forever/ru-gpts
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once they are 11 years old. With our work, we want
to draw attention to these languages, as some of
them are on the verge of extinction.

3.2 Languages description

In this section, we will give some linguistic facts
about the studied languages such as their language
family and which word order, word formation
method and alphabet they use. We will also pro-
vide the examples of the translation of a Russian
sentence Ja ne ponimaj tebja ( I do not understand
you), when possible.

Karelian, Ludic, Veps and Selkup4 languages
come from the Uralic language family. All of them
have SVO word order, are agglutinative and are
written with the Latin alphabet. Karelian phonetic
system consists of 8 vowels and 19 consonants,
Ludic has the same number of vowels and one
more consonant, Selkup contains 25 vowels and
16 consonants, while Veps has 10 vowels and 34
consonants.

The difference between these languages can be
seen from the examples. For instance, the sentence
I do not understand you in Karelian is en ymärrä
teitä, in Ludic is en elgenda teid, in Veps is mina en
el’genda teid and in Selkup is mat assa sintit teni-
mak (all words are transliterated into Latin where
necessary). Selkup’s translation does not resem-
ble others at all, while Ludic and Veps are almost
similar except for the pronoun minä (En: I) in Veps.

Chukchi language5 is a member of the Chukotko-
Kamchatkan language family with Subject-Object-
Verb (SOV) word order, agglutination and Latin
alphabet which consists of 6 vowels and 14 conso-
nants. The example of a sentence in this language
is: wanewan mesisewtek ( I do not understand you),
where the first word expresses the negation and
the tense and the second word expresses the verb’s
meaning, the subject (me-) and the object (-tek).

Evenki language6 is a part of the Tungusic lan-
guage family, it uses SOV word order, agglutina-
tion for word formation and inflection and Cyrillic
alphabet for writing which contains 11 vowels and
18 consonants. The following phrase is an example
of a sentence in the Evenki language: bi sine ehim
tylle (I do not understand you), where bi is a sub-

4The datasets are composed from the extracts of the corpus
presented in Zaytseva N. G. (2017) and Brykina et al. (2018)

5The dataset is composed from the sentences extracted
from the corpus of the Siberian Lang project

6The dataset is composed from the sentences extracted
from the corpus of the Siberian Lang project

ject, sine is an object, ehim expresses the negation
(e-), the present tense (-hi-) as well as person and
number (-m) and tylle is a verb which also carries
the meaning of negation (-le).

Ket language7 is the only living member of the
Yeniseian language family. This language uses
SVO word order and Cyrillic alphabet as well. Its
phonetic system has 11 vowels and 20 consonants.
It has fusional type of word formation and inflec-
tion. Here is an example of a sentence in the Ket
language: bu duoton kolet (he sees the city), where
bu is the subject, kolet is the object and duoton is a
verb in which the grammatical information about
the subject is expressed in the du- part and the
grammatical information about the object is shown
with the -o- part.

The summary of the sizes of the corpora avail-
able for our study is presented in the table 1.

Language Training corpus size
Ket 586
Chukchi 806
Ludic 1100
Karelian 1571
Selkup 1932
Evenki 4524
Veps 8619

Table 1: Corpora sizes for 7 low-resource languages.
The size is represented by the number of parallel sen-
tences in an X language and Russian

4 Machine translation models for the
languages of Eurasia

In this section, we will describe 4 different machine
translation models that we trained on our datasets.

Before we started the experiments, we uniformly
preprocessed the datasets. The following steps
were applied: punctuation removal, lower-casing,
deleting the sentences that are longer than a cer-
tain threshold. For each language, we determined
the optimal maximum length of the sentences on
the basis of the loss curve during the training. We
noticed that loss values are abnormally big on the
long sequences, so for each language we built the
plots with the dependency between loss values and
sentence’s lengths and chose the maximum length
by finding an optimal point, where we do not lose
too many training samples and loss values are not

7The dataset is composed from the sentences extracted
from the corpus of the Chucklang website

http://siberian-lang.srcc.msu.ru/en/about
http://siberian-lang.srcc.msu.ru/en/about
https://chuklang.ru
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extremely high. In general, we deleted from 10 to
20 pairs from each dataset.

4.1 Statistical Machine Translation

Despite the existence of neural approaches to ma-
chine translation, statistical machine translation
still remains a preferable solution in some cases. It
is attractive due to the fact that it does not require
as mush data as neural approaches and, addition-
ally, the vocabulary used to translate the sentences
is sometimes richer than the one of neural models,
especially, in the low-resource settings. Another
advantage of the statistical model is the speed of
training. In our experiments, it took only a few
minutes to fully train a model for one language.

We used the Moses system (Koehn et al., 2007)
to evaluate the quality of statistical MT approaches.
For our purposes, we took the phrase-based sys-
tem with the trigram KenLM language model (Och
and Ney, 2003) and the GIZA++ alignment model
(Heafield et al., 2013). We trained the translation
model on the training corpus of each language and
tuned it on the validation part.

4.2 Sequence-to-Sequence

In this study, we used the sequence-to-sequence
model with LSTM layers and attention (Luong
et al., 2015) from the OpenNMT library (Klein
et al., 2017). We used Adam as an optimizer and a
batch size equal to 64 for our training. We also ex-
perimented different learning rate values and chose
1e-5 as a final one, because the model was over-
fitting with the bigger ones and underfitting other-
wise.

4.3 mBART

A popular mBART architecture has shown SoTA
results on many rich and medium-resource lan-
guage, so we decided to check if it is possible to
transfer some of its knowledge to the new, unseen
languages. For these purposes, we took a large
mBART-CC25 model from the Fairseq repository8

and fine-tuned it using the parallel corpora of 7
low-resource languages. We preprocessed the cor-
pora using the mBART SentencePiece model9. For
the fine-tuning, we took the standard Adam opti-
mizer and a learning rate equal to 3e-05 to prevent
model from forgetting the knowledge about the

8https://github.com/facebookresearch/
fairseq/tree/main/examples/mbart

9https://github.com/google/
sentencepiece

language it extracted from the corpora during the
pre-training. We also set the early stopping to 10
epochs without validation loss improvement.

4.4 GPT

The model from the GPT family are known for
their generative abilities, that is why we decided
to check if a decoder Transformer-based model is
able to learn the translation task. To train a model
for this task, we tried several prompts and ended up
with a form "<Source language name>: <Sentence
in a source language>. Russian: <Translation of
the sentence into Russian> <|endoftext|>".First,
we tried using the mGPT model (Shliazhko et al.,
2022) which is said to be a GPT-3 model based
on GPT-2. This model was trained on 60 different
languages including Russian.

However, this model kept producing the trans-
lations on other languages, so we switched to the
ruGPT-3 model10 which was trained only on the
Russian corpus. For this model, we translated the
prompt so it became: "<Source language name
in Russian>: <Sentence in a source language>.
<Word ’translation’ written in Russian>: <Transla-
tion of the sentence into Russian> <|endoftext|>".

4.5 Augmentation with GPT

As GPT-3 is a generative model, we tried to use it
to generate new samples of the data. After training
the model to translate from one of the source lan-
guages to Russian, we prompted it with a name of a
source language (for example, "Evenki: ", but writ-
ten in Cyrillic) to check if it can generate the source
sentence and its translation. For these purposes, we
used the Beam search with the following parame-
ters: maximum length = 40, repetition penalty =
1.2, top-k = 50, top-p = 0.95, temperature = 0.7.

This combination produced examples that some-
times were a real translation pair. However, many
pairs were wrong due to the fact that the model
continued generating the Russian translation up
to the maximum length, so we filtered all exam-
ples that had more then twice words in the trans-
lation than in the source sentence. Additionally,
we checked if all words from the source part were
present in the training dataset. Hypothetically, the
model could have learnt how to conjugate verbs or
decline nouns. Nevertheless, none of the authors
is a native speaker of any source language from
this study, so we decided to stick to the definitely

10https://github.com/ai-forever/ru-gpts

https://github.com/facebookresearch/fairseq/tree/main/examples/mbart
https://github.com/facebookresearch/fairseq/tree/main/examples/mbart
https://github.com/google/sentencepiece
https://github.com/google/sentencepiece
https://github.com/ai-forever/ru-gpts
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existing words to avoid fine-tuning a model with
the fake data.

We augmented all the datasets with 10% of the
newly generated translation pairs and fine-tuned
the mBART models using these new datasets.

5 Results

In this section, we will show and discuss the per-
formance of all machine translation models that we
implemented. The figures with the comparison of
all results for every language are presented in the
Appendix A.

5.1 Phrase-based statistical model

BLEU scores that we obtained with the Moses
model are shown in the table 2.

We analysed the translations and noticed that the
model leaves all words for which it cannot find the
corresponding translation unchanged in the trans-
lation. Comparing the SMT results to the other
models, we can see that this behaviour allowed it to
achieve the highest BLEU scores among other mod-
els for 3 languages with the smallest training cor-
pora (Chukchi, Ket, Ludic). Neural network-based
models were not able to understand the structure
of the language with such a small number of sen-
tences, while statistical approach not only retained
all possible correct translations, but also copied
the words from the input to the output instead of
repeating or generating random words. It was es-
pecially helpful in the case of Ket, where native
speakers sometimes included Russian words in the
Ket sentences.

5.2 Seq2Seq

Table 3 presents the results of the Seq2Seq model.
We can see that these results are the worst ones
among other models, as this model needed to learn
the grammar and the vocabulary from scratch us-
ing only our small training corpora which were not
sufficient for the network. In the original Seq2Seq
paper(Sutskever et al., 2014), the authors showed
BLEU scores of 34.81 after training on the cor-
pus of 12M parallel sentences which can explain
close to 0 results of our models which did not have
that much training data. During the analysis of
the results, we have noticed that Seq2Seq models
tend to repeat simple words or replace some words
with the <unk> token which also affected the final
results.

An additional reason of the low scores for some

languages is the fact that the models needed to
learn to translate from the Latin alphabet to Cyrillic
and from the languages with a completely different
grammatical structure. For example, the Chukchi
language has the SOV word order and tends to in-
corporate the information about the subject and the
object into a verb (see Section 3.2 for an example).

5.3 mBART

In the table 4, the performance of the mBART mod-
els is shown.

During the evaluation of the translations pro-
duced by the model, we noticed that sometimes it
replaces some words with their synonyms, so the
BLEU score may show lower results, despite the
fact that the translations were still understandable.

One can see that the Ket language performance
is again better than for almost all other languages
which is related to the sentences size, small vocab-
ulary size and the fact that some sentences already
contained words in Russian which did not need any
translation.

We can also see that the mBART model achieves
the highest result for the Karelian language and al-
most highest results for the other Uralic languages.
This is related to the fact that mBART was trained
on Finnish and Estonian languages, so the knowl-
edge transfer was made not only for the target trans-
lations in Russian, but also for the source sentences
in our low-resource languages.

The low results of the Veps model are caused by
the tendency of the model to overfit and predict the
same token instead of translations. For this reason,
we stopped the training before the repeating token
started occurring in the translations which led to
worse results. We suppose this behavior is related
to the bigger corpus size compared to the other
languages.

5.4 ruGPT-3

BLEU scores we obtained with the ruGPT-3 model
are shown in the table 5.

We can see that the results are comparable with
the mBART model when the alphabet used by the
language is Cyrillic, while for other languages the
BLEU values are smaller. The only exception
is Veps language which shows better results then
the mBART model due to the problems with the
mBART model.

When analysing the results, we have also noticed
that the GPT model sometimes is not able to trans-
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Language BLEU-1 BLEU-2 BLEU-3 BLEU-4
Evenki 33.2 23.1 16.5 12.1
Chukchi 19.9 12.8 8.4 5.6
Ket 53.2 42.3 34.5 27.4
Selkup 27.6 16.8 10.5 6.8
Ludic 30.5 17.7 11.4 7.8
Veps 43.6 28.7 19.9 14.5
Karelian 49.3 34.3 24.8 18.3

Table 2: Phrase-based model results on translation task from 7 low-resource languages to Russian

Language BLEU-1 BLEU-2 BLEU-3 BLEU-4
Evenki 15.47 7.81 3.4 1.59
Chukchi 10.03 3.0 0.0 0.0
Ket 22.04 10.66 4.76 0.0
Selkup 16.92 8.05 3.43 0.0
Ludic 16.38 6.81 2.86 1.62
Veps 18.23 7.66 3.5 1.85
Karelian 20.14 8.22 4.05 0.0

Table 3: Seq2Seq model results on translation task from 7 low-resource languages to Russian

Language BLEU-1 BLEU-2 BLEU-3 BLEU-4
Evenki 36.8 24.8 16.9 12.2
Chukchi 13.9 6.9 4.1 2.5
Ket 36.8 28.1 20.7 14.9
Selkup 23.0 13.0 7.8 5.3
Ludic 25.1 14.2 8.7 5.6
Veps 28.0 15.3 8.3 4.7
Karelian 50.2 36.9 27.1 20.1

Table 4: mBART model results on translation task from 7 low-resource languages to Russian

late Karelian sentences correctly because of their
length which was up to 220 symbols.

5.5 mBART with ruGPT-3 augmentation

Table 6 represents the BLEU scores that we ob-
tained with the mBART model after fine-tuning it
with the augmented data.

The results show that Evenki and Selkup models
have improved some of their BLEU scores com-
pared to the mBART models trained with the orig-
inal datasets. As for the other models, we have
noticed that the change in quality of the model is
proportional to the size of the dataset. This correla-
tion is shown in the figure 1. The training corpus
size of each language is presented on the x axis,
the difference between two BLEU-1 scores is pre-
sented on the y axis. We can see that the quality
of the ruGPT-3 generation depends severely on the
size of the training corpus. This fact is proved by

the results of the translation models trained on the
generated data. One can see that the results are
much worse for the models with less than 1000
examples and starting from 1000 examples the dif-
ference becomes less and less. It means that the
GPT model is able to generate coherent examples
which are helpful during the training of the transla-
tion model starting from 2000 examples.

5.6 Example analysis

In the table 7 we present the example of the trans-
lation of one sentence by each system. The source
sentence for all systems was the following phrase
in the Evenki language: tar ahi albaran ilatčami
togoi.. The expected output is the first line of the
table.

As we can see, the statistical model did not man-
age to find the translation for the word togoi and left
it unchanged in the text. As for the Seq2Seq model,



29

Language BLEU-1 BLEU-2 BLEU-3 BLEU-4
Evenki 34.8 23.7 16.7 12.2
Chukchi 14.4 8.1 4.9 3.1
Ket 37.9 30.6 24.0 19.5
Selkup 20.6 11.5 6.6 4.4
Ludic 17.2 8.4 5.4 3.7
Veps 36.0 22.6 15.2 10.3
Karelian 27.0 16.1 9.9 6.2

Table 5: ruGPT-3 model on translation task from 7 low-resource languages to Russian

Language BLEU-1 BLEU-2 BLEU-3 BLEU-4
Evenki 37.4 25.6 17.8 13.1
Chukchi 8.2 3.7 1.9 0.0
Ket 22.1 16.2 11.7 8.5
Selkup 23.4 13.3 7.6 4.9
Ludic 24.0 12.3 7.5 4.4
Veps 23.3 12.5 6.9 4.0
Karelian 49.2 35.2 26.0 19.9

Table 6: mBART model results after augmentation of the datasets by 10% on translation task from 7 low-resource
languages to Russian

Figure 1: Correlation between the training corpus size
and BLEU-1 difference between mBART and aug-
mented mBART model. We did not include the Veps
model results do to the problem explained in the Section
5.3

one can notice that it suffers from the lexical repe-
tition problem and additionally it missed the main
verb of a sentence. Both mBART models trans-
lated the sentence almost correctly, the only miss-
ing point is the possessive pronoun svoj which is ex-
pressed by the last letter i in the source word togoi.
The ruGPT model translated the words correctly,
but made 2 grammatical errors: in the subject by
declining it to the instrumental case (zenŝinoj in-
stead of zenŝina) and in the auxiliary verb by using
the masculine ending instead of the feminine one
(smog instead of smogla).

Overall, the translation quality is pretty high and
it is possible to understand the source meaning of
the sentence from all the generated translations.

6 Conclusion

In this study, we have presented our work on the
machine translation for 7 low-resource languages
of Eurasia. We have compared the phrase-based
statistical model, the Seq2seq model, the mBART
model and the ruGPT-3 model. We have shown that
the statistical model achieves the highest quality for
the majority of the languages and mBART model
shows the best quality for the remaining ones.

We have also proposed the new way of augment-
ing the dataset with parallel sentences generated by
the GPT-model fine-tuned for the translation task.
The study has shown that this method allows to
increase the quality of the model starting from a
certain size of the training dataset, otherwise the
quality decreases as the GPT model is not able to
generate coherent examples.

Our future directions of research include train-
ing other Transformer-based architectures like
M2M100 and using multi-task learning during the
fine-tuning stage.

By this work, we would like to bring attention to
the low-resource languages of Eurasia and encour-
age other researchers to continue our work. Every
language is the part of the world’s treasure and it is
important to do our best trying to preserve them.
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Model Translation English translation
Target eta ženŝina ne smogla razžeč svoj ogon this woman did not manage to start her fire
Moses ta ženŝina ne smogla razžeč togoi this woman did not manage to start her fire

Seq2Seq eta ženŝina ne mogla i ogon ogon this woman was not able and fire fire
mBART ta ženŝina ne smogla razžeč ogon that woman did not manage to start the fire
ruGPT-3 ženŝinoj i ne smog razžeč ogon woman and did not manage to start the fire
mBART+ ta ženŝina ne smogla razžeč ogon that woman did not manage to start the fire

Table 7: An example of the generated translations. The first line is the target translation from the corpus, other lines
represent different models. mBART+ refers to the mBART model trained with the augmented dataset. Words in
italics represent errors that are not obvious from the English translation and are explained in the Section 5.6
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Figure 2: The comparison of the results of all the models trained from Evenki to Russian. Dashed lines represent
the best result for the corresponding BLEU score. RBA = rule-based augmentation, MA = manual augmentation,
mBART+ = mBART trained on the augmented with ruGPT dataset

Figure 3: The comparison of the results of all the models trained from Chukchi to Russian. Dashed lines represent
the best result for the corresponding BLEU score. RBA = rule-based augmentation, MA = manual augmentation,
mBART+ = mBART trained on the augmented with ruGPT dataset

Figure 4: The comparison of the results of all the models trained from Ket to Russian. Dashed lines represent
the best result for the corresponding BLEU score. RBA = rule-based augmentation, MA = manual augmentation,
mBART+ = mBART trained on the augmented with ruGPT dataset
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Figure 5: The comparison of the results of all the models trained from Selkup to Russian. Dashed lines represent
the best result for the corresponding BLEU score. RBA = rule-based augmentation, MA = manual augmentation,
mBART+ = mBART trained on the augmented with ruGPT dataset

Figure 6: The comparison of the results of all the models trained from Ludic to Russian. Dashed lines represent
the best result for the corresponding BLEU score. RBA = rule-based augmentation, MA = manual augmentation,
mBART+ = mBART trained on the augmented with ruGPT dataset

Figure 7: The comparison of the results of all the models trained from Veps to Russian. Dashed lines represent
the best result for the corresponding BLEU score. RBA = rule-based augmentation, MA = manual augmentation,
mBART+ = mBART trained on the augmented with ruGPT dataset
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Figure 8: The comparison of the results of all the models trained from Karelian to Russian. Dashed lines represent
the best result for the corresponding BLEU score. RBA = rule-based augmentation, MA = manual augmentation,
mBART+ = mBART trained on the augmented with ruGPT dataset


