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Abstract

This paper presents a series of experiments on
translating between spoken Spanish and Span-
ish Sign Language glosses (LSE), including
enriching Neural Machine Translation (NMT)
systems with linguistic features, and creating
synthetic data to pretrain and later on finetune
a neural translation model. We found evidence
that pretraining over a large corpus of LSE syn-
thetic data aligned to Spanish sentences could
markedly improve the performance of the trans-
lation models.

1 Introduction

The widening of access to technology is crucial
in today’s highly interconnected online world, and
it is important that technologies are made avail-
able across languages and for people with different
needs. The World Federation of the Deaf’ states
that 70 million people communicate in one of the
400 sign languages (SLs) around the world. Jointly
with the United Nations, they supported a reso-
lution? in order to include the Deaf and Hard-of-
Hearing (DHH) community in all matters concern-
ing the provision of technology for them?, respect
the linguistic and cultural identity of signers, and
improve access to education and services.
According to the Spanish National Confedera-
tion of Deaf People (CNSE)*, approximately 2.3%
of Spain’s population experience hearing loss to
some degree and a large number of them use
Lengua de Signos Espariola (LSE) as their primary
means of communication. Also, ethnologue esti-
mates that there are between 45 to 75 thousand
LSE signers. LSE was first described in the late
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2UN Resolution 72/161: “International Day of Sign Lan-
guages”

3This resolution emphasises the ‘nothing about us without
us’ method of working with the DHH community.

*nttps://www.cnse.es/inmigracion/index.
php?lang=en
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18th Century, while only recently a grammar (Ro-
driguez Gonzdlez, 2003) has been written to cap-
ture the features of the language. In 2011, LSE
was recognized as an official language, and there
has been a greater focus on providing resources for
signers and learners.

As with other SLs, LSE is produced in the visual-
spatial modality (Baker, 2015) rather than the oral-
auditory modality of spoken languages. Manual
and non-manual (facial expression, body position)
features including the space around the signer can
be articulated simultaneously to produce meaning.
Whereas textual forms are well-established in spo-
ken languages, those capturing the spatio-temporal
nature of SLs including HamNoSys (Hanke, 2004)
are long extant but not widely known or used by
signers (Jantunen et al., 2021). The most frequently
encountered representation of SLs are glosses — a
lexeme-based representation using the ambient spo-
ken language of the region where the SL is native.
For example, glosses for LSE are written in Span-
ish. One criticism of glosses is that a great deal
of semantic information is lost (Zhang and Duh,
2021). However, their linearity as text is a benefi-
cial input format for machine learning (ML) mod-
els.

Machine translation (MT) has advanced signif-
icantly in recent years, specially thanks to the de-
velopment of methods based on Deep Neural Net-
works, reaching quality levels comparable to hu-
mans (Hassan et al., 2018) for spoken languages.
Despite these advances, MT is in its infancy when
it comes to translation between spoken and sign
languages or between different sign languages. In
this paper we address a little researched topic in
MT, that of translating between Spanish and LSE
using a combination of rule-based and neural ap-
proaches. We present experiments on building MT
systems between spoken Spanish and LSE using
a small parallel corpus of sentences and gloss se-
quences. We first show a baseline system using
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only the parallel data, and then present two tech-
niques for improving this baseline: enriching the
representation of words and glosses with linguistic
information; and using a large corpus of synthetic
data for creating a pretrained model, and then fine-
tuning using the original training data. As we will
see, this last approach is the one with the most
promising results.

The rest of this paper is structured as follows:
Section 2 presents related work on LSE and SLs in
general; section 3 introduces the dataset we base
our research on, the ID/DL corpus; section 4 de-
scribes the different experiments we carried out
with this dataset; section 5 shows the evaluation of
the experiments over the test partition; and finally
section 6 presents some conclusions and future
work.

2 Related Work

The scarcity of linguistic resources constitutes a
major barrier in the adaptation of latest technology
to SLs (Yin et al., 2021). In fact, SLs are consid-
ered extremely low resource languages (Moryossef
et al., 2021) for MT models. This section explores
computational resources and systems existing for
LSE, SL Translation (SLT) and processing.

2.1 LSE technologies and resources

There has been a wide range of work focusing
on LSE, including resources such as image and
video signbanks and lexica (Cabeza and Garcia-
Miguel, 2019; del Carmen Cabeza-Pereiro et al.,
2016; Gutierrez-Sigut et al., 2016), language learn-
ing resources (Herrero-Blanco, 2009), and corpora
containing full utterances for academic purposes
(Porta et al., 2014). The largest barrier to create
technologies on par with those available to spoken
languages, one that is shared with all SLs (Bragg
etal., 2019; Holmes et al., 2022), is the size and ten-
dency towards domain-specificity in LSE parallel
corpora.

Outside of static reference resources, there also
exist rule-based translation systems from Spanish
into LSE. Porta and colleagues (Porta et al., 2014)
worked with a psycholinguistics-based corpus con-
sisting of one SL interpreter reciting six passages
translated from Spanish into LSE in varied domains.
There are 229 parallel sentences in total, with 611
unique sign types. The LSE glosses are transcribed
to an extent in a convention which incorporates
prosodic, morphological and syntactic phenomena.
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This study leverages knowledge of LSE grammar,
a language-agnostic dependency parser, the bilin-
gual corpus, and the DILSE dictionary (Fundacién
CNSE, 2008) to form the rule-based MT system.
The BLEU (Papineni et al., 2002) and Translation
Error Rate (TER) (Snover et al., 2006) metrics are
commonly used in MT studies. This system re-
ported a reasonable BLEU of 30.0 and TER of
42%, especially coming from a domain-unspecific
testbed.

In addition, Vegas-Cafias (Vegas Cailas et al.,
2020) outlines their web-based Text2LL.SE system.
This system is also rule-based, and translates be-
tween simple Spanish text and LSE text, or LSE
videos from the ARASAAC resource’. Text2LSE
was evaluated on 137 simple utterances, and was
shown to be severely limited as 82.5% of output
sentences were deemed ‘errorful’. The lack of
crossover between output glosses and existing signs
in an LSE lexicon was the most salient factor. It is
therefore important to check whether SLT outputs
have a grounding in the real language.

In this work, we focus on the ID/DL corpus cre-
ated by San-Segundo and colleagues (San-Segundo
et al., 2008), based on utterances drawn from Span-
ish identity card and driving license application
data. They also used it to design a statistical rule-
based end-to-end (E2E) translation system from
speech recognition through translation and out-
putting to a 3D avatar. They achieved a BLEU
score of 49.4 when using them with a phrase-based
statistical MT model. Using a rule-based system
with 153 linguistically-motivated rules crafter by
the authors and tuned specifically to the dataset,
they achieved a BLEU score of 57.8. These find-
ings are of importance for the present study, which
is comparable as it is trained on the same ID/DL
dataset.

2.2 Current methods in Sign Language
Translation

SLT is inherently multimodal (Bragg et al., 2019),
where it is necessary to incorporate audiovisual
processing, speech recognition, and SL generation
through technologies such as avatars. E2E systems
between text and sign exist (Camgoz et al., 2020),
but modular systems with intermediate represen-
tations such as Text2Gloss (Yin and Read, 2020)
before transforming to a sign appear to currently
yield higher accuracy (Zhang and Duh, 2021) in
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translation.

Transformer-based neural machine translation
(NMT) (e.g. Klein et al. 2017; Xue et al. 2021)
has been instrumental in forming the current state-
of-the-art between a wide range of languages, in-
cluding low-resource spoken languages. Due to
the unique multimodal nature of the SLT task, as
well as the status of most SLs as extremely low-
resource languages, further strategies are necessary
to perform adequate SLT. One example is data aug-
mentation methods to boost the amount of training
data available. These strategies include backtrans-
lation (Zhou et al., 2021), and a rule-based strate-
gies between parallel corpora (Moryossef et al.,
2021). Another method is to supplement the en-
coder of a transformer model with linguistic infor-
mation (Sennrich and Haddow, 2016). Our previ-
ous work on German-DGS® using linguistic feature
embeddings (Egea Gémez et al., 2021) and trans-
fer learning methods (Egea Gomez et al., 2022)
result in an increase in performance of more than
5 BLEU over a baseline not incorporating linguis-
tic information. In the present study, we propose
using methods of data augmentation based on the
linguistic features of LSE, as well as incorporating
part-of-speech and syntactic dependency tags on
input data for translation models.

3 Corpus

For our experiments, we use the ID/DL cor-
pus (San-Segundo et al., 2008)’, made up of
416 parallel Spanish-LSE utterances. Below, we
show one example of the parallel text samples
composing this corpus:

Spanish: deberi tener preparadas las fotograffas y
documentos necesarios

LSE: FUTURO TU OBLIGATORIO PREPARAR
PLURAL FOTOGRAFiA Y PLURAL DOCUMENTO
PLURAL NECESARIO

We randomly split the dataset into 266 training
utterances, 75 dev utterances and 75 test utterances.
Table 1 presents the data composition of the differ-
ent partitions used in our experiments and the LSE
Lexicon (Gutierrez-Sigut et al., 2016) for compari-
son.

As can be observed, the train partition contains

Deutsche Gebirdensprache (German Sign Language)
"Enquiries about the corpus should be addressed to:
https://www.fundacioncnse.org/
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290 unique glosses, which cover 89.9% of dev
glosses and 85.6% of test glosses. Consequently,
there are a lot of glosses both in the dev and test
sets that the MT models will never see at train-
ing time (out-of-vocabulary glosses). The models
might overfit train patterns while some of the input
sequences may not be properly learnt leading to
inaccurate predictions. Also, we notice that the
glosses in the LSE Lexicon seem not to be repre-
sentative enough of the glosses found in the ID/DL
corpus, as less than 50% of the glosses found on the
train, dev and test sets are in the lexicon, which is
in line with the problems mentioned in Section 2.1.

Train | Dev | Test | Lexicon

Sentences 266 75 75 -

Total words 3153 | 859 | 917 -

Unique words 531 312 | 289 -

Total glosses 2952 | 803 | 885 2243

Unique glosses | 290 188 | 181 2243
Glosses coverage between sets in %

Train | Dev | Test | Lexicon

Train coverage 100 | 58.3 | 534 37.9
Dev coverage 89.9 | 100 | 644 35.6
Test coverage 85.6 | 66.9 | 100 453
Lexicon coverage 4.9 3.0 3.7 100

Table 1: The top part shows the sizes of the training,
development and test splits, and the lexicon set. The
bottom part shows the coverage of glosses between each
pair of sets.

4 Experiments

We have carried out a series of experiments on
building MT models between (spoken) Spanish
and LSE. Although ID/DL corpus is not a fully
comprehensive representation of LSE, it is one of
the few available LSE resources with a suitable
format to experiment with ML algorithms.

In the present work, we first create a baseline
for both translation directions LSE<+Spanish (sec-
tion 4.1); then we incorporate linguistic features
to boost our MT model (section 4.2); and finally
we pretrain a transformer model on synthetic data
generated using data augmentation rules, and fine-
tune it with the ID/DL training data (section 4.3).
All the results in this section are evaluated against
the ID/DL development set, while section 5 shows
results over the test set.

4.1 Baseline model

In the preliminary experiment a DL model is
trained using only the parallel word and gloss
sequences from ID/DL. We used the Open-
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Figure 1: Performance of the baseline experiment dur-
ing training, calculated over the development set.

NMT (Klein et al., 2017) system in its default con-
figuration, consisting in a stack of Long Short-term
Memory (LSTMs) layers with a general attention
mechanism. The model was trained for 10,000
steps taking a snapshot every 200 steps to evaluate
it against the dev corpus; this training setting is
used in all experiments reported here. Fig. 1 shows
the performance of this experiment on the dev set
for both directions, according to the BLEU (Pap-
ineni et al., 2002) metric calculated using Sacre-
BLEU (Post, 2018) both at word and character
level, which we refer to as BLEU-word and BLEU-
char respectively. The BLEU-char metric is also
used in other works related to SLT (Egea Gémez
etal., 2021).

Regarding Spanish—LSE, convergence is
achieved between 2000 and 2500 steps, while for
the other direction convergence happens after 2600
but the performance fluctuates more than in the
other case. Both metrics (at word and character
level) seem to be very correlated, but the best
performance is not necessarily achieved at the
same time. For example, for the LSE—Spanish
direction, peak BLEU-char performance is 48.43 at
4800 steps, while peak BLEU-word performance
is achieved much earlier, 27.32 at 2400 steps. On
the other hand, for the Spanish—LSE direction, the
best BLEU-char and BLEU-word performances
are obtained at 1800 steps, 51.60 and 29.94
respectively. Since both metrics are correlated, and
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Figure 2: BLEU-char performance for the models with
linguistic features during training, calculated over the
development set. The baseline model (in blue) is also
shown for comparison.

for the sake of better chart visualisation, in the
rest of this section we report only the BLEU-char
metric for the dev partition, while both metrics
will be examined on test data.

4.2 Enriching models with linguistic features

Following (Egea Gémez et al., 2021), linguistic
information is incorporated into our model in order
to boost translation performances. We used the
Spanish spaCy model® to analyse the spoken Span-
ish utterances, obtaining their part-of-speech (POS)
and dependency parsing information (DEP). Then
we trained three different models where the source
text uses these combinations of features: (1) words
+ POS, (2) words + DEP label, and (3) words +
POS + DEP label. The OpenNMT models, in this
case, use separate dictionaries for words, POS and
DEP features, creating separate embedding models
for each of the feature spaces. Then, the embed-
ding vectors are concatenated and fed to the LSTM
network.

The experimental setting described so far can
only be employed in the Spanish—LSE direction;
because the Spanish spaCy model manages only
Spanish sentences, while sign glosses follow dif-
ferent linguistic rules and the annotation model is
not applicable to them. Even the dependency gram-
mars and treebanks for other sign languages are

Shttps://spacy.io/models
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still under development or are too small to work
with (Ostling et al., 2017). Therefore, in order to
try the same configuration in the LSE—Spanish
direction, we transfer POS and DEP features gen-
erated for spoken Spanish to glosses using the
statistical-based alignment model fast_align (Dyer
et al., 2013). We use the following rules to create
silver-standard POS and DEP data for glosses:

e (1) If gloss 7 is aligned to word i, assign the
label for i to the gloss j.

* (2) If gloss j is not aligned to any word, assign
the most common label for gloss j found in
the gloss side of the corpus.

* (3) Otherwise, use the label UNK for the gloss.

This feature transfer schema is independently
applied for each data partition. However, it is im-
portant to remark that in a real scenario this process
will not be applicable, since DEP and POS features
are annotated on gloss utterances based on their
corresponding spoken ground truths, which are not
available in a real scenario. Consequently, the re-
sults on LSE—Spanish must be seen as an unrealis-
tic upper bound, and further research is needed to
build actual POS and DEP models for LSE.

Fig. 2 shows the evolution of performance over
the dev set for these experiments. We can see
that all models behave in a similar way, but the
word+DEP model overcomes the others in Span-
ish—LSE between steps 2600 and 5600 in up to 3
points, reaching a BLEU-char of 54.1. Conversely,
this improvement is not clear for LSE —Spanish.

4.3 Augmenting the corpus with synthetic
data

Previous work like (Moryossef et al., 2021) have
shown that it is possible to use corpus augmenta-
tion strategies for improving performance of MT
models in sign language scenarios. In our case, we
follow a strategy with two steps: first we pretrain
over a large set of synthetic data, and then we fine-
tune using the ID/DL training set. Based on the
LSE grammar (Rodriguez Gonzélez, 2003) and our
observations of the training data, we created a rule-
based system that tries to mimic the most salient
rules for getting the sequence of glosses from the
corresponding sequence of words. We first obtain
morphosyntactic and dependency information for
a spoken sentence using spaCy, and then we use
three sets of rules shown in table 2 to create a rough
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Figure 3: BLEU-char performance of the pretrained
models (trained over the synthetic corpus), calculated
over the development set. The baseline model (in blue)
is also shown for comparison.

translation. Using these rules already yields some-
what good results on the development set: 63.42
BLEU-char and 29.73 BLEU-word, compared to
51.60 BLEU-char and 29.94 BLEU-word obtained
in the baseline MT system described in section 4.1.

Using this rule-based system, we translated the
whole Spanish set of the Ancora corpus (Taulé
et al., 2008). This corpus contains 17k sentences
of from newspaper text, around 500k words. After
translating all the sentences, the resulting gloss se-
quences corpus has around 400k glosses. With this,
we created a silver-standard synthetic corpus of
glosses aligned to their corresponding sentences in
spoken Spanish. Then we pretrained neural transla-
tion systems with this synthetic corpus for 10,000
steps in both directions. Of course, the results of
these pretrained models over the ID/DL develop-
ment corpus were much lower than for the rest
experiments described so far, because even if the
synthetic Ancora parallel set is much larger, its sen-
tences are very different from the ones in ID/DL.
However, as we will see, we can use this pretrained
model as a starting point for finetuning with the
ID/DL training data, which achieves much better
results. Fig. 3 shows the BLEU-char performance
of the pretrained models compared to the baseline
model, where we can see that the performance of
the pretrained model is always below the baseline
model.



Inclusion of explicit morphological markers

Example

1) Add the “PLURAL” token before any plural word.
2) Add the “FUTURO” token before any verb in future

tense.

3) Add the “TU” token before any verb in second person.
4) Change a possessive determinant to “PROPIO” + the

pronoun.

perros — PLURAL PERRO
comerda — FUTURO COMER

vienes — TU VENIR
mi madre — PROPIO YO MADRE

Removal of words not used in LSE Example

5) Remove determinants (except the possessive, which el perro — PERRO

are changed by rule 4).

6) Remove prepositions “de” and “en”. de tarde = TARDE

Particular lexical transformations Example

7) Copula words are changed to the token “SE- esto es importante — ESTO SE-LLAMA
LLAMA”. IMPORTANTE

8) Sequences whose lemmas correspond to the sequence

“TENER QUE”, are changed to “NECESITAR”.
9) Instances of “denei” are changed to “DNI".

10) All other words are represented as their uppercase

lemmas.

tiene que llevar - NECESITAR LLEVAR

llevar denei — LLEVAR DNI
perros — PERRO

Table 2: Rules used in the rule-based system for creating synthetic data.
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Figure 4: BLEU-char performance of the finetuned mod-
els (trained over the training set but starting from differ-
ent steps of the pretrained model), calculated over the
development set. The baseline model (in blue) and the
pretrained model (in red) are also shown for compari-
son.

The pretrained model also seems to converge
much more slowly than the baseline, and shows
some spikes in performance at some points. We
chose some of those points where performance
seems to peak (six in each direction) as starting
points for finetuning. We then finetuned the model
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using the original ID/DL training data for 10,000
more steps in each case. Fig. 4 shows the BLEU-
char performance of these new models over the
development set, the baseline model (blue) and the
pretrained model (red) are shown for comparison.
Note that there is a considerable leap in perfor-
mance for all finetuned models, which start from
the pretrained line and suddenly jump much higher
than the baseline.

In the LSE —Spanish direction, the performance
of all finetuned models plateau between 55 and 65
BLEU-char.

5 Results and Discussion

We chose the model that yielded the best results ac-
cording to BLEU-char for each of the described ex-
periments, and we evaluated them over the test set.
Table 3 shows the results of this evaluation. The
first thing to notice is that all the finetuned models
behave much better than the baseline model and the
models infused with linguistic features, having as
much as 20 more points in BLEU-char or 15 points
in BLEU-word in both directions. Besides BLUE-
char and BLEU-word, we show other usual MT
metrics: Meteor, TER and ROUGE-L. All these
metrics also show a similar trend, having substan-
tial improvements when using the finetuned models.
Our best result for the finetuned models is a BLEU-
word of 58.98, which is higher than any configu-
ration in San Segundo’s work (San-Segundo et al.,
2008).

The models that incorporated linguistic features
performed similarly for the dev split. However,
this performance is not reflected on the test split,



BLEU | BLEU ROUGE
Direction Experiment char word | Meteor L F1 TER
baseline 4992 | 30.87 | 0.4382 | 04772 | 0.6785
word+pos 52.23 | 31.99 | 04590 | 0.4914 | 0.6715
word+dep 49.80 | 28.60 | 0.4296 | 04772 | 0.6746
word+pos+dep | 43.94 | 21.46 | 0.3689 | 0.4141 0.7387
pretrain 42.34 9.63 0.2841 0.3748 | 0.7311
Spanish—LSE | from 2600 74.16 | 57.11 | 0.7139 | 0.7316 | 0.3691
from 3400 7093 | 52.12 | 0.6978 | 0.7270 | 0.3424
from 4200 75.42 | 5898 | 0.7153 | 0.7351 | 0.3438
from 5000 72.16 | 53.82 | 0.6945 0.7250 | 0.3794
from 6000 65.78 | 49.02 | 0.6360 | 0.6815 | 0.4007
from 7000 67.33 47.20 | 0.6478 0.6718 0.4425
baseline 46.08 2497 | 0.4026 0.4206 | 0.7387
word+pos 43.72 | 22.84 | 0.3746 | 0.4037 | 0.7438
word+dep 45.03 24.35 | 0.3834 0.4061 0.7419
word+pos+dep | 45.16 | 23.66 | 0.3963 0.4121 | 0.7359
pretrain 36.62 4.88 0.2646 | 0.2974 | 0.9568
LSE—Spanish | from 4200 64.59 | 41.02 | 0.6037 | 0.6047 | 0.4658
from 5600 63.23 | 41.12 | 0.5946 | 0.6016 | 0.4829
from 6600 62.71 40.15 | 0.5991 0.6055 | 0.4582
from 7200 60.29 | 38.56 | 0.5773 0.5911 | 0.4738
from 8200 61.35 | 41.46 | 0.6030 | 0.6104 | 0.4612
from 9800 61.59 | 41.63 | 0.5940 | 0.6108 | 0.4700
Table 3: Results for all the experiments over the test set.
where most models achieve a few points less than : Ancora | Ancora+Train
. Lines 17345 17611
the baseline. One of the models, though, seems Total words 481638 484791
to have some improvement over the baseline: the Unique words | 39705 39785
word+POS model in the Spanish—LSE. But the Total glosses | 402539 405491
Unique glosses | 26198 26232

word+DEP model, which was the most promising
on dev, did not bring any improvement over test.

In order to understand the big difference in per-
formance achieved by the finetuned models, we
measured the vocabulary coverage obtained by the
synthetic data corpus created from Ancora. Table 4
shows the main statistics of the Ancora set and the
union of Ancora and ID/DL training set, which was
the whole set of data used for training.

The dev and test sets coverage obtained using the
Ancora and the training split are much higher than
using the training split alone. This is because rule
10 in Table 2 is a productive rule that can create any
new gloss it needs to accommodate the words seen
in the training data. Using this, systems pretrained
on the Ancora set will have at least some model for
almost all the glosses in the test corpus, which is an
advantage over the models that have not seen any of
those glosses during training. Note that, as table 1
shows, we had 14.4% out of vocabulary words with
the original training corpus, and it dropped to 1.1%
with the union of the training and Ancora corpora.

On the other hand, there is no guarantee that the
glosses created by rule 10 are indeed valid signs, so
this rule is probably fabricating glosses that have
no counterpart in LSE. It would be possible to al-
leviate this problem using some other heuristics.
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Glosses coverage between sets in %

Ancora | Ancora+Train
Train coverage 88.3 100
Dev coverage 91.5 99.5
Test coverage 92.3 98.9
Lexicon coverage 62.6 62.7

Table 4: Sizes and coverage statistics for the synthetic
data corpus created from Ancora using the rule-based
system. We show only the Ancora set, and the union of
Ancora and the ID/DL train split.

One way of doing this could be obtaining the clos-
est gloss in the embeddings space that is an actual
LSE sign, but since the LSE Lexicon coverage is
so low, further research is needed to get a larger
set of valid glosses and signs that could lead better
insights on this process.

6 Conclusions and Future Work

We presented experiments to build machine trans-
lation models between Spanish and LSE glosses.
Our experiments are based on the ID/DL corpus,
a small parallel set of Spanish sentences aligned
with their corresponding LSE glosses, about the re-
stricted domain of identity card and driving license
renovations. Although glosses are not a full repre-
sentation of all the complexities of a sign language,



they are comprehensive enough and suitable for
ML purposes.

First we carried out experiments on infusing lin-
guistic features on a neural model for trying to
improve its performance. The results of these ex-
periments were mixed: on dev, the use of words
combined with dependency labels seemed to im-
prove performance, but on test the best improve-
ments were achieved using a combination of words
and POS labels.

Then we took the Spanish Ancora corpus and
transformed it using a rule-based system inspired
by the LSE grammar to create a synthetic paral-
lel corpus of Spanish aligned with LSE sequences
that is considerably larger than the ID/DL corpus.
We found that pretraining on this synthetic cor-
pus, and then finetuning with the original ID/DL
training corpus achieves a marked performance im-
provement (around 20 points on BLEU-char and
15 points BLEU-word) over training using only the
ID/DL training corpus. This improvement could
be explained in part due to the high coverage of
glosses achieved by using the synthetic data, but we
have to take in consideration that the process could
have also created some glosses that may have no
real-world counterpart in LSE. We propose some
possible improvements on the process, such as us-
ing a heuristic to find appropriate sign glosses when
a nonexistent gloss is used.

Furthermore, given that the use of linguistic in-
formation showed some potential improvements in
some scenarios, we would like to try combining
both methods by getting linguistic information for
the synthetic data as well for pretraining. Also,
as the ID/DL corpus we used is rather small, we
would like to see to what extent our approach gen-
eralises for other LSE corpora that belong to other
domains. We also want to try our approaches on
other pairs of spoken and sign languages. Finally,
as the dataset is rather small, we could try to use
simpler a statistical method, such as phrased-based
MT, and combine it with the our rule approach to
see if there are also improvements in that scenario.
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