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Abstract

Archive collections are nowadays mostly avail-
able through search engines interfaces, which
allow a user to retrieve documents by issuing
queries. The study of these collections may be,
however, impaired by some aspects of search
engines, such as the overwhelming number of
documents returned or the lack of contextual
knowledge provided. New methods that could
work independently or in combination with
search engines are then required to access these
collections. In this position paper, we propose
to extend TimeLine Summarization (TLS) meth-
ods on archive collections to assist in their stud-
ies. We provide an overview of existing TLS
methods and we describe a conceptual frame-
work for an Archive TimeLine Summarization
(ATLS) system, which aims to generate infor-
mative, readable and interpretable timelines.

1 Introduction

1.1 Exploring archives

In the recent years, archives and libraries across
the world have frequently conducted digitization
campaigns of their collections. This first opened
access to thousands of historical documents to a
wider public, but also propelled the emergence of
new research fields such as Digital Humanities and
Digital History. These collections are usually ac-
cessible through search engines, which return doc-
uments relevant to a query specified by the user.
Unfortunately, standard search engines are not fully
suited to assist users in exploring historical collec-
tions such as news archives where temporal aspects
of documents play a key role. Firstly, search en-
gines return documents by their relevance to the
query, typically without considering the chronolog-
ical or causal relations between them, which may
prevent the user from understanding the interrela-
tions between events. Furthermore when exploring
such documents, the user might lack the contex-
tual knowledge to understand the events that are
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mentioned in them. This is especially true when ex-
ploring news archives coming from distant pasts or
exploring longitudinal collections, i.e. which span
over a long time frame such as decades or centuries.
Search engines do not seem to consider the impor-
tance of an event mention for a given query, thus
less important events might be returned by the sys-
tem, especially for broad queries. Improved search
engines are then required to study such collections.

1.2 Augmenting search engines with timelines
One promising method to improve the output of
search engines operating over archival collection
is TimeLine Summarization (TLS). TLS consists
in summarizing multiple documents by generating
a timeline where important events detected in the
dataset are associated with a time unit such as a
day. TLS is a subfield of the Multi-Document Sum-
marization (MDS) task and has been studied exten-
sively in the NLP community: for instance, Swan
and Allan (2000) generate clusters of Named Enti-
ties and noun chunks that best describe major news
topics covered in a subset of the TDT-2 dataset
(Allan et al., 1998), which contains text transcripts
of broadcast news spanning from January 1, 1998,
to June 30, 1998, in English; Nguyen et al. (2014)
generate timelines by detecting events that are the
most relevant to a user query. They apply their
methodology on a dataset of newswire texts in En-
glish covering the 2004-2011 period provided by
the AFP French news agency; Duan et al. (2017)
extend these methods to summarize the common
history of similar entities such as Japanese Cities or
French scientists. Examples of timelines generated
by such methods are shown in Figure 1.

Hence, TLS could serve as a distant reading tool
and as a first step in exploring a dataset by provid-
ing an overview of its key events. Moreover, TLS
could be combined with search engines and used
as an interface to search results returned by issuing
queries over large datasets, as suggested in Swan
and Allan (2000); Alonso et al. (2021). From there,

Proceedings of the 6th LaTeCH-CLfL Workshop, pages 13-23
October 16, 2022. ©2022 International Conference on Computational Linguistics



Date
2011-01-25

Summary

Thousands of protesters spilled into the streets of Egypt on Tuesday , an unprecedented
display of anti-government rage inspired in part by the tumult in the nearby North
African nation of Tunisia.

2011-01-26 | Twitter says its site is being blocked in Egypt Egyptians took to the streets in what could
be a sequel to the recent revolution in Tunisia witter , Facebook and YouTube were

widely used in Tunisia ’s uprising and in Iran last year -LRB-.

2011-01-28 | With parts of his capital ablaze , Mubarak said he was asking his government to resign
and would soon announce a new one , pledging to address the concerns of thousand of
Egyptians protesting in Cairo ’s streets . Amre Moussa , the Arab League ’s secretary-
general and a veteran Egyptian diplomat , joined protesters in Cairo ’s Tahrir Square on

Friday , state-run Nile TV reported .

From To Top headlines

52010 7/2011  Syrian officials launch tear gas against protesters
Security forces shoot at protesters

New York Times journalist with the Pulitzer died of an Asthma attack in Syria

8/2011 3/2012 Assad promises elections in February in Syria
US withdraws ambassador from Syria for security reasons

NATO says goodbye to Libya and the world turns to Syria

7/2012 12/2012 Meeting of senior officials in Geneva failed agreement to end violence in Syria
Russia delivers three war helicopters to Syria

Red Cross says Syria is in civil war

7/2016 11/2016 Maternity unit among hospitals bombed in Idlib air strikes
Russian helicopter shot down in Syria.

Turkish army enters Syria

Figure 1: Examples of generated timelines by Yu et al. (2021) (left) and Campos et al. (2018) (right), summarizing
a set of documents about respectively Egyptian protests and the Syrian War. The left timeline outputs a summary on
a day-to-day basis, whereas the right timeline lists events using uneven periods of time.

the user could zoom into the documents in order to
proceed to close reading. Furthermore, these sum-
maries would be presented in chronological order,
thus preserving the link between events, and could
also be contextualized by adding data from external
knowledge bases as in Ceroni et al. (2014).

Search engines augmented with timelines would
be especially useful in a Digital Humanities (DH)
context such as for facilitating the study of histori-
cal datasets, as they would provide necessary con-
text to understand past events and to structure the
event landscape. They could also help the user un-
derstand the history of a particular entity such as a
person or a location, or even a group of such entities
through providing a bird’s-eye view of the relevant
data. A good example of such search engine aug-
mented with TLS is the Conta-me Histérias (Tell
me stories) platform!, where the user can query
news articles from the Portuguese web archive.
The user-friendly interface allows a distant reading
of the documents returned by the query through
a timeline that summarizes them, but also allows
close reading by preserving the link to the original
documents. To the best of our knowledge, works on
applying TLS methods to structure archives of his-
torical documents, or more broadly in the Digital
Humanities field, are quite scarce.

1.3 Challenges of applying TLS to archives

Unfortunately, several aspects of such archives
make the application of TLS methods not straight-
forward: first, these datasets are often processed
with Optical Character Recognition (OCR). Pre-
vious studies have shown that downstream tasks
such as Named Entity Recognition (NER), Event
Detection (ED) (Boros et al., 2022), Topic Mod-
elling (TM) (Mutuvi et al., 2018) or Named En-
tity Linking (NEL) (Linhares Pontes et al., 2019)
are impacted by the quality of the OCR output.

'nttps://contamehistorias.pt/arquivopt
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To our knowledge, there is no study on the im-
pact of OCR on TLS, but we can assume it will
be similar. Furthermore, archive collections may
also differ from contemporary data because of
their temporal context: orthographic rules may dif-
fer, places might have changed names (Smith and
Crane, 2001) or concepts may have acquired an-
other meaning. Most existing annotated resources
necessary for NLP components such as NER or ED
are created on contemporary data. Historical docu-
ments archives are thus harder to process because
of this lack of suitable annotated resources.

Most TLS methods generate timelines through
statistical analysis of the input dataset. They also
often require that the input corpus contains docu-
ments of a similar type and similar content. How-
ever, an archive collection may be heterogeneous
and contain documents of different authors, genres,
topics and periods. It may also be fragmentary and
not as complete as a contemporary dataset. Finally,
although the timelines generated by TLS systems
are often easy to read, the process that created them
is often not made explicit. If timelines must as-
sist the study of historical datasets by highlighting
important events, they must be interpretable and
explain why these events are deemed important.

In this position paper, we propose to extend Time-
Line Summarization (TLS) methods to assist in the
studies of archive collections. We first present an
overview of existing TLS methods. We then de-
scribe a conceptual framework for an Archive Time-
Line Summarization (ATLS) system, which aims
to generate informative, readable and interpretable
timelines, before suggesting several methods to
implement it.

This paper is organized as follows: in Section
2 we present an overview of existing TimeLine
Summarization methods. In Section 3 and 4, we re-
spectively describe our conceptual framework and
discuss some of its potential applications. Finally,
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we present our conclusion in Section 5, alongside
possibilities for future works.

2 Related Work
2.1 TimeLine Summarization

Most TLS methods generate timelines by apply-
ing the two following steps: the Date Selection
step which identifies and ranks the key dates in
the documents, and the Date Summarization step
which generates a summary of an event occurring
at a specific date by picking important sentences in
the documents published on that date. To identify
important dates in the dataset, Gholipour Ghalan-
dari and Ifrim (2020) select the most frequent date
mentions, Tran et al. (2015b) use a graph-ranking
model and Kessler et al. (2012) combine a clus-
tering model and a supervised classifier. For the
second step, La Quatra et al. (2021) apply state-of-
the-art methods for Text Summarization (TS) such
as TextRank (Mihalcea and Tarau, 2004) whereas
Martschat and Markert (2018) adapt methods from
the Multi-Document Summarization (MDS) field.
TLS has been generally extractive, i.e. the sum-
mary is created by copying textual elements (e.g.,
sentences or paragraphs) from the input data (Tran
et al., 2015a). Other works are abstractive, i.e. the
summary is a completely new text generated by the
system (Steen and Markert, 2019).

TLS methods in general tend to be applied to
summarize datasets describing large events, such as
the Egyptian protests or the Syrian War (Tran et al.,
2015b; Martschat and Markert, 2018). These meth-
ods require that the dataset covers a constrained
period of time and is homogeneous, i.e. that the
documents cover the same topic. Standard TLS
methods are thus not suited to summarize heteroge-
neous or longitudinal datasets. Some works such as
Nguyen et al. (2014); Kessler et al. (2012); Chieu
and Lee (2004); Pasquali et al. (2019) can be de-
scribed as Query-based TimeLine Summarization
(QTLS), as they apply TLS on documents related
to a user query such as documents returned by a
search engine.

QTLS generally consists in the two following
steps: Event Detection and Event Ranking. To
detect events, Chieu and Lee (2004) select any sen-
tence where the terms of the query appear, Nguyen
et al. (2014) cluster by a common date every sen-
tence returned by the query and Pasquali et al.
(2019) detect peaks of date occurrences in the time
span covered by the documents. Other works train a
classifier to detect important events (Chasin, 2010)
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or rank events by their importance with a Learning-
to-Rank model (Ge et al., 2015). However, these
classifiers need training data, which are difficult to
create since defining what is important is a subjec-
tive matter. This can lead to disappointing results
as shown in Chasin (2010). To determine the im-
portance of events, Nguyen et al. (2014) first score
them according to their relevancy and saliency to
the query, then rerank them to ensure a diverse time-
line. Chieu and Lee (2004) rank the importance of
a sentence according to their "interest”" and "bursti-
ness", then remove duplicate sentences to ensure
diversity. Pasquali et al. (2019) use the keyword
extractor YAKE! (Campos et al., 2018) to weight
the terms in the event description. Duplicate event
descriptions are detected with the Levenshtein simi-
larity measure and removed. Those methods finally
select the top most important events to generate the
timeline.

In order to generalize the application of TLS, Yu
et al. (2021) propose a Multiple TimeLine Summa-
rization (MTLS) system, which generates a time-
line for each story found in the dataset. To do so,
it first detects events mentioned in the dataset and
measures their saliency and consistency. An event
linking step determines the link between these
events in order to generate each timeline. Similarly,
Duan et al. (2020) propose the Comparative Time-
Line Summarization (CTLS) task, which generates
a comparative timeline highlighting the contrast
between two timestamped timeline documents (e.g.
biographies, historical sections, ...) by computing
local and global importance of events.

There are few datasets for the TLS task such
as 17 Timelines (T17) (Tran et al., 2013), CRISIS
(Tran et al., 2015a), ENTITIES (Gholipour Gha-
landari and Ifrim, 2020), CovidTLS (La Quatra
et al., 2021) or TLS-Covid19 (Pasquali et al., 2021)
which are constructed from contemporary news ar-
ticles. However, datasets are often lacking in most
projects. It is then necessary to create a dataset
from scratch as in Minard et al. (2015); Nguyen
et al. (2014); Ge et al. (2015); Bedi et al. (2017) or
extend existing ones as in Yu et al. (2021).

Due to this lack of datasets, evaluating TLS sys-
tems is a difficult task. The date selection step can
be evaluated with the F1-measure (La Quatra et al.,
2021; Gholipour Ghalandari and Ifrim, 2020) or
with the Mean Average Precision (MAP) metric
(Nguyen et al., 2014). The date summary is often
evaluated with one of the ROUGE metrics (Lin,



2004) to compare a ground-truth timeline and a
generated one (Nguyen et al., 2014; Duan et al.,
2020; Yu et al., 2021; Gholipour Ghalandari and
Ifrim, 2020). Methods relying on event detection
such as Ge et al. (2015); Minard et al. (2015); Bedi
et al. (2017) often evaluate their system in terms of
Precision, Recall and F1-measure. However, most
projects often lack datasets and must then resort to
human evaluation as in Duan et al. (2017); Swan
and Allan (2000); Tran et al. (2015a).

2.2 TLS Variants

We present below formal definitions of several ex-
isting TLS variants:

TLS: takes as input a standalone homogeneous
dataset of timestamped documents D
{d1,da,...,d|p} and generates a timeline
T = {p1,p2,...,pp|} of time-summary pairs
p; = (ti, 8;), where s; summarizes important
events happening at time ¢;;

QTLS: outputs a timeline 7' = {p1,pa, ..., p7|}
as a sequence of time-summary pairs p; =
(t;, s;) from a set of timestamped documents
{d1,da,...,d|p} based on a query Q
{w1,wa, ..., w } where w; denotes a word be-
longing to the query;

MTLS: takes as input a dataset of timestamped
documents D = {dy,dz, ..., d)p|} that can be
standalone or returned using a query Q@ =
{wy,wa, ..., wy}, and outputs a set of time-
lines 7 = {T1,T5,...,T,,} for each story
or topic detected in D, where each time-
line T; is a sequence of time-summary pairs

pi = (ti, 8:);
CTLS: takes as input two datasets of timestamped
documents D4 = {di,ds,...,d|p,} and

Dp = {di,dz,...,d|p,|} and outputs two
timelines 74 and 7p made of contrasting
events detected in D4 and Dg, each as a se-
quence of time-summary pairs p; = (¢;, $;);

3 Framework

In this section, we present a conceptual framework
for an Archive TimeLine Summarization (ATLS)
which addresses the challenges raised by archive
collections such as the sparsity of data, OCR prob-
lems, context shifts and linguistic changes over
time in order to generate timelines based on these
datasets. We first provide a definition of ATLS
and describe the type of dataset expected before
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presenting the framework and discussing how to
evaluate its output.

3.1 Overview

The framework consists of the two key steps: Time-
line Generation and Timeline Presentation. The
first step extracts textual elements describing an
event and attributes them an importance score.
The second one generates the timeline by filtering
events and selecting their description.

The processing stages of the framework are
shown in Figure 2. The first step has to run only
once over the processed dataset, since it aims to
detect the elements composing the timeline to be
generated. In contrast, the second step can be run
multiple times to update the timeline.

3.2 Problem Definition
We define ATLS as follows:

Input: A longitudinal dataset of timestamped doc-
uments D = {di,ds, ..., d|p} taken from an
archival collection, either standalone or re-
turned by a query Q = {wj, ws, ..., wg }. The
period of time covered by D is usually much
longer than the one typically used in TLS.

Output: A timeline 7 generated from D as a se-
quence of time-summary pairs p; = (t;, s;),
where s; summarizes important events hap-
pening at time ¢;.

We compare the key characteristics of TLS and
ATLS in Tab. 1.

3.3 Expected Dataset

The framework takes as input a longitudinal dataset
composed of timestamped documents, such as
news articles from a historical newspaper collec-
tion. This dataset can be standalone or made of
documents returned by a search engine for a given
query Q. The dataset could be in raw format
or have been pre-processed. We would suggest
at least the two following pre-processing steps:
first, we recommend to clean the dataset if it has
been processed with OCR, either manually or semi-
automatically, since the OCR quality will impact
further steps (Nguyen et al., 2021). Secondly, we
recommend to detect temporal expressions, as they
are a good indicator of event mentions. Tempo-
ral expressions are either explicit (e.g. February
17, 1995) or implicit (e.g. yesterday, next month).
One can use tools such as HeidelTime (Strétgen
and Gertz, 2010) or SUTime (Chang and Manning,
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Timeline Presentation step

| Assign ‘ ‘ evei?lggsg:?f}:%ns ‘
importance o
Sﬂgitt;:‘:gs scof:m each data augmentation Update
_ to generate timeline (T} the parameters
lor L ol | — = amet
of the timeline
_— D — 2 o— E

Set of events (E)

Input: Dataset (D) present in D

Set of scored events (SE)

QOutput: Timeline (T)

Figure 2: Conceptual pipeline for building the ATLS system

2012) to detect temporal expressions in text and re-
solve them to an absolute date format, simplifying
their use in the TLS process. However, we must
keep in mind that the detection of temporal expres-
sions, especially implicit ones, is still a challenging
task. Moreover, available tools such as these were
mainly conceived for contemporary data, and thus
may not work as properly on historical data.

The input dataset could be pre-processed further
by applying NLP components such as Name En-
tity Recognition (NER), Topic Modelling (TM),
Event Extraction (EE), Relation Extraction (RE),
Keyword Extraction (KE), or Keyword Generation
(KG). Such annotations could be used to index
the dataset and allow the user to query documents
about a specific Named Entity or topic, as in the
impresso? or the NewsEye® platforms.

3.4 Timeline Generation

In this section, we present the first main step of the
framework, which extracts mentions of events and
attributes them an importance score.

3.4.1 Event Detection

Although events can be defined in many ways, a
commonly accepted definition is "something that
is happening or that is holding true in a given cir-
cumstance", as stated in the TimeML guidelines
Sauri et al. (2006). Events can be detected in mul-
tiple ways: one could detect them through statis-
tical analysis of the corpus. For instance, Chieu
and Lee (2004) measure the occurrences of similar
sentences associated with the same date, whereas
Pasquali et al. (2019) measure the occurrences of
articles in atomic time intervals to later aggregate
them and determine the bursty time periods. These
statistical methods are especially suited for homo-
geneous datasets, but may not work as well on
heterogeneous or fragmentary datasets. One could
also train a Learning-to-Rank model on summaries

https://impresso-project.ch/app/
*https://www.newseye.eu/
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created by experts in order to detect important sen-
tences as in (Tran et al., 2013). This would, how-
ever, require training data which tend to be scarce,
even when for contemporary data.

Alternatively, one could use an Event Detection
model to detect and annotate events in the dataset as
in Chasin (2010). Event Detection is another task
in the NLP community that has been extensively
studied, and some previous works such as Nguyen
et al. (2020) have already applied these methods in
humanities contexts. However, we need to keep in
mind that training such a model requires annotated
resources that are often lacking, especially for his-
torical data, and that the OCR quality of documents
impacts the output of these models.

Finally, we could select as event any sentence
containing at least a time expression, either explicit
or implicit as in Duan et al. (2019); Nguyen et al.
(2014). This selection could be made even finer by
taking sentences that also contain a Named Entity
as in Abujabal and Berberich (2015); Bedi et al.
(2017). One can then apply algorithms such as
Affinity Propagation (Frey and Dueck, 2007) or
Chinese Whispers (Biemann, 2006) to gather sen-
tences describing the same event as in Rusu et al.
(2014); Yu et al. (2021); Steen and Markert (2019).

Regardless of the method used to detect them,
events should all be associated with time. These
could be the time expressions occurring with the
event mentions, or the Document Creation Date
(DCD) if no time expressions are present. Alterna-
tively, approaches for estimating the focus time of
text (Jatowt et al., 2015), in absence of any tempo-
ral expressions can be applied to associate event-
related sentences with particular points of time.

3.4.2 Event Importance Estimation

As mentioned in Section 2, the importance of an
event can be measured in a supervised or semi-
supervised manner with a classifier (Chasin, 2010;
Ge et al., 2015). This method, however, requires
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training data that are difficult to obtain or produce.
Furthermore, the process leading a classifier to a
prediction is generally not explained. Since the
goal of this framework is to assist in the study of
longitudinal datasets, it is necessary that the pro-
cess of generating a timeline is interpretable. Thus,
we would suggest to measure the importance score
in an unsupervised manner by extracting features
from the dataset as in (Nguyen et al., 2014; Chieu
and Lee, 2004; Campos et al., 2018). Some of the
features that we think could help measure this im-
portance score are listed below, with suggestions
on how to compute them:

Redundancy: The more frequently an event is
mentioned, the more important it should be.
One can then simply count the occurrences of
events, or as an alternative, assign them im-
portance weights by calculating their TF-IDF
scores over all the time units. However, as the
data might be fragmentary in archive datasets,
this feature should rather not be used alone;

Contemporary references: an event may be im-
portant at a given time if other events occur-
ring around the same period of time refer to it.
Thus, to evaluate this feature, we could count
how often an event is referred to from the
descriptions of other events in a given short
period of time around that event;

Retrospective references: Similarly, an event is
likely to be important if documents keep men-
tioning it some time after it occurred. To as-
sess this kind of across-time reference to the
event, one could count how often (and perhaps
for how long) an event is mentioned by other
events that occurred after a given period of
time. Other solutions may rely on computing
random walks over graphs composed of times-
tamped events and/or entities to measure the
amount of signal propagation from the past to-
wards "the recent times" (Jatowt et al., 2016);

Causality: an event is likely to be important if it
is the cause of other events that occurred after
it. To evaluate the causality of an event, one
could use date reference graphs as in Tran
et al. (2015b), which measure the frequency
of references, the topical influence and tempo-
ral influence between two events to determine
a causal link. It is also possible to use Causal
Relation Extraction (CRE) methods as pre-
sented by Gao et al. for example. However,
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the CRE task is far from solved and may re-
quire much more dataset pre-processing;
Common sense: some events are clearly more im-
portant than other, e.g. the birth of a child or
marrying a partner are usually more impor-
tant events in a family history than repainting
a house. To represent that kind of common
sense knowledge and compute this feature, it
may be necessary to create a dataset of events
that are deemed important to train a 1-class
classifier (1CC) as in Duan et al. (2019) or a
Learning-to-Rank model as in Ge et al. (2015).
Note that while important events can be col-
lected from historical textbooks or history-
related content, gathering unimportant events
may be less easy and more problematic; hence
the solution could be to rely on a 1CC task.

Using these features, a straightforward formula
to calculate the importance of an event could be:

o F14+5-F24+~v-F3+0-F4+4+¢€-Fb

where F'1, F2, F3, F4, F'5 are the scaled values
of the features described above and «, 3,7, 9, € are
hyper-parameters of which value is defined by the
user or document archive custodians. Similarly to
event detection, the user could be asked to select
any of these features to compute this score.

Some periods may contain much more docu-
ments than others. For instance, fewer documents
may be available during a war time because of
censorship or paper restriction. This lack of doc-
uments may lead to events that are far more or
far less mentioned than others, and bias frequency-
based features such as redundancy, contemporary
and retrospective references. Thus, these features
should be normalized before being incorporated.

Furthermore, we suggest these features since
they are easy to compute, but we also acknowledge
that they may not be sufficient to measure the im-
portance of an event from the perspective of an
expert such as a historian. Because the formula
to compute the importance score is modular, one
could incorporate more features in collaboration
with experts.

3.5 Timeline Presentation

In this section, we describe the second main step of
the framework, which generates the timeline from
events scored in the previous step. We present sets
of filters to select which events should appear on
the timeline and how they should be presented. We



also describe an optional step of timeline augmen-
tation using external data.

3.5.1 Event Filtering

A dataset may contain hundreds or thousands of
mentioned events. It is necessary to select those
that will be added to the timeline. To do so, we can
use filters such as described below. The weight of
these filters could be changed on the user interface,
thus allowing users to instantly update the timeline.

Top N: top N most important events are retained;

Importance Threshold (I'7): only events of
which the importance score is superior to a
pre-fixed threshold I7T" are taken. Individual
thresholds for the features described in
Section 3.4 that make up the importance score
can also be set;

Topical Diversity Threshold (TopDT):
removes redundant event mentions and
ensures the timeline is topically diverse.
Topical diversity can be simply measured
using Maximal Marginal Relevance (MMR)
(Goldstein-Stewart and Carbonell, 1998) or
the n-gram blocking metric as in Liu (2019);

Temporal Diversity Threshold (T'empDT) :
ensures every time unit on the generated
timeline is evenly represented by setting a
minimum and maximum number of events
that can appear at each time unit.

3.5.2 Event Description Selection

There are multiple ways to represent an event on a
timeline. One could select a sentence that describes
the event. If this sentence is too long, one could
use sentence compression methods (Filippova and
Strube, 2008) to only keep its most important part.
As mentioned earlier, an event might be represented
by a cluster of sentences. The user can thus select
one sentence among this cluster or generate a cloud
of terms of all sentences contained in it, as in Duan
etal. (2019). One could also use headlines if the tar-
get documents are articles as in Tran et al. (2015a);
Pasquali et al. (2019).

Finally, we could also use a Natural Language
Generation (NLG) system as in Steen and Markert
(2019), as these generated texts are often easier
to understand than text extracted from the docu-
ments. However, abstractive methods such as these
may suffer from inaccuracies or hallucinations, i.e.
generate information that is not present in the orig-
inal documents. Thus, abstractive methods might
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generate improper event descriptions and lose the
connection with the original documents. On the
other hand, a common drawback of purely extrac-
tive methods is that selected sentences may require
some context or at least post-processing for users to
be able to properly understand them (e.g. pronouns
may need to be resolved or we need to add defini-
tions or descriptions of some entities or events).

3.5.3 Timeline Augmentation

To properly understand them, some events may re-
quire contextual knowledge that is missing from
the processed dataset. This can especially happen
if the user is not a domain expert. Such contextual
knowledge may be found in knowledge bases such
as Wikidata or Wikipedia Year pages (see for exam-
ple (Tran et al., 2015c)). Thus, timelines generated
by an ATLS system could be augmented with con-
textual data provided by external knowledge bases
as in (Ceroni et al., 2014). These augmented time-
lines could help in explaining a dataset by summa-
rizing it and providing the user with the necessary
knowledge to understand it. Unfortunately, most
resources created by experts are not in a machine-
readable format (Gutehrlé et al., 2021). Hence, this
step may require more effort.

3.6 Timeline Evaluation

As mentioned earlier, the evaluation of a TLS sys-
tem is a difficult task because of the lack of evalu-
ation datasets and the inherent subjectivity of the
task. In order to evaluate the output, we would
suggest to manually assess the produced timelines,
either by following some evaluation criteria as in
Duan et al. (2017), or by comparing them with
resources created by experts such as timelines de-
rived from history books as in Bedi et al. (2017).
One could also use this framework to bootstrap
an evaluation dataset specific to the given corpus,
towards an automatic evaluation.

4 Discussion

In this section, we describe two hypothetical use
cases comparing the application of TLS and ATLS
systems, and compare in Table 1 the types of
datasets and timelines both methods can process.
Finally, we discuss potential extensions of ATLS.

4.1 Use cases

In the first hypothetical use case, a user has curated
a homogeneous dataset of timestamped documents
from Web archives. This dataset is made of news
articles related to a story spanning over a year. It
has been pre-processed to remove HTML tags and



TLS ATLS
Covered period Shorter Longer
Input Data Size Small / Medium Large
Documents type Timestamped documents (e.g. news articles)
Document Format Usually born digital Often digitized
Data Integrity Usually complete Can be fragmentary
Presence of noise Less likely Depends on OCR quality
Semantic evolution Less common Possible (esp. over long time)
Need for query-based filtering Optional (depends on data size and heterogeneity)
Need for contextualization Less likely [ More likely (esp. over long time)
Need for interpretable output Yes

Table 1: Comparison of TLS and ATLS tasks

extract temporal expressions. To generate the time-
line, the user applies the TLS method: important
dates are first selected before generating a sum-
mary of events occurring at each date. The user
can select the sentence mentioning the event, the
headline of the article or apply abstractive methods
to generate its description.

In the second hypothetical use case, a user has
curated a heterogeneous corpus to study the eco-
nomical life of a certain French region in the 20th
century. This corpus is composed of periodicals,
newspapers and magazines from different sources
(parishes, libraries, etc.) published over a cen-
tury and processed with OCR. This dataset has
also been pre-processed: the documents have been
first cleaned of OCR errors, then automatically an-
notated with Temporal Expression Extraction and
Named Entity Recognition components. Further-
more, the dataset has been indexed so as to allow
query-based searching. To generate the timeline,
the user applies some of the ATLS approaches men-
tioned in this paper: events are first detected by
clustering similar sentences that contain a temporal
expression and a Named Entity. The importance
of these events is then scored using the formula
described in Section 3.4.2. The timeline is gen-
erated by setting high values to the topical and
temporal diversity thresholds, and augmented with
external data from Wikidata, so as to ensure a com-
prehensive and contextualized timeline. Similarly,
the user can select from the user interface to use
a cloud of terms or a sentence from the cluster to
generate event descriptions.

4.2 Extensions of ATLS systems

Timelines are usually represented linearly, where
each time unit is of the same size (usually a day or
a year). However, the optimal granularity of tem-
poral units might vary when generating a timeline
over a long period of time. For example, when
referring to a distant past, humans tend to often de-
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scribe entire decades or years rather than discussing
each day or month which is more common for the
recent past. Furthermore, events mentioned in his-
torical documents might not always be recorded
with the same temporal precision (e.g., some events
may have missing dates, the dates can be impre-
cise or difficult to be inferred). A possible solution
would be to generate logarithmic timelines, where
the granularity of the time unit changes over time,
as suggested in Jatowt and Au Yeung (2011).

If the documents in the datasets are annotated
with Named Entities, one could generate entity-
based timelines. This could help understand the
history of a specific entity such as a person or a
location as in Duan et al. (2019). This idea could
be extended by generating aggregate timelines for
multiple entities at the same time. These timelines
could be agglomerative or contrastive and respec-
tively show the similarities and differences between
the history of multiple entities of the same type
(e.g., cities in the same region or country, scientists
of the same area). Similar to Duan et al. (2020),
such comparative timelines would allow to study
the history of entities of the same or similar type,
e.g. Berlin vs. Paris or even entities of different
types, e.g. Paris and the writer Victor Hugo.

S Conclusion

TimeLine Summarization can be a useful tool for
getting an overview of historical collections as well
as it can serve as a novel information access means
to news article archives. In this position paper,
we have presented an overview of existing TLS
methods and described a conceptual framework for
Archive TimeLine Summarization systems.

The implementation of the framework outlined
in this paper will be the subject of our future work.
We also intend to ask humanities scholars (his-
torians, archivists, ...) to evaluate the quality of
generated timelines and the effectiveness of our
framework for the study of archive collections.
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