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Abstract

A lot of NLP tools are not maintained anymore,
but might still provide some unique functional-
ity. We investigate whether such legacy tools
could be replaced by a neural network that
closely imitates the original behavior. For this
purpose, we propose model cloning that can be
performed by solely looking at the output of the
original model, which makes the cloning possi-
ble also for black-box systems. Using a single
neural architecture for cloning legacy models,
caries other benefits like ease-of-use, continued
maintenance, and expected speed increase. As
a proof-of-concept, we clone 9 models from 5
POS tagger implementations of different com-
plexity. The cloned models all learn to perform
POS tagging on par with the legacy models, but
seem not to learn the specific tagging patterns
of individual legacy models.

1 Introduction

End-to-end neural models are increasingly used to
build NLP tools (Tao et al., 2022; Wolf et al., 2020;
Qi et al., 2020; Akbik et al., 2019; Han et al., 2019)
However, legacy tools are still being used in pro-
duction and for research purposes, as they might
provide a unique functionality that cannot be easily
replaced. Such legacy tools are often not main-
tained anymore and increasingly hard to use. Or
outright dangerous, as the Log4Shell vulnerability1

has turned some legacy Java tools into unmanage-
able security risks. They might only work with a
specific OS version or with an outdated version of
the programming language. Or the required models
have to be secretly traded between researchers, as
the official download ceased to exist. For some very
important tools, it might be possible to port them
to the latest technology and keep them available,
but the bulk of legacy tools will soon be gone.

1https://en.wikipedia.org/wiki/Log4Shell

Figure 1: The model cloning process.

We argue that a possible solution is to clone the
legacy models into a state-of-the-art neural model.
We consider here a situation where the original
training data is not available. Otherwise, we could
simply retrain the model. The legacy models might
also include hard-coded heuristics or dictionaries
that are not reflected in the training data itself. We
thus propose to apply the legacy model on plain
text and then use the results to train a new model.2

In this paper, we choose POS tagging as a proof-
of-concept use case to illustrate the potential prop-
erties of model cloning. We choose 9 different POS
models from 5 legacy tools and clone their behavior
into BiLSTM-CRF networks (Huang et al., 2015;
Graves et al., 2013). We make all of the generated
cloned models and our experimental code publicly
available.3

2 Model Cloning

Under model cloning, we understand the process
of copying the behavior of a legacy model by only
looking at its output. Figure 1 gives an overview
of the cloning process, where we select a legacy
model (PL(y|x, θ)) which is trained on data (x, y)
(unknown to us) is fed with unlabeled data (x′). To-

2Cloning might be restricted by the license of the legacy
model.

3https://github.com/aggarwalpiush/model cloning
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gether with predictions (fL(x′))) generated by the
model these data-label pairs are use to train a deep
neural network. After optimized training, the gen-
erated model (P c(fL(x′)|x′, θ′)) is called cloned
model. Here θ and θ′ represent model parameters.

3 Experimental Setup

To illustrate the potential properties of model
cloning, we use POS Tagging as an example task.
We apply the above mentioned model cloning ar-
chitecture to classical POS taggers and evaluate
how closely we can copy there behavior.

POS Taggers Table 1 lists the pre-neural legacy
POS-taggers used in our experiments. We use the
DKPro core framework (Eckart de Castilho and
Gurevych, 2014) version of the following taggers:
We use Java-based NLP4J (or ClearNLP) (Choi
and Palmer, 2012), Hepple (Hepple, 2000), Mate
tagger (Björkelund et al., 2010), OpenNLP4 and
Stanford (Toutanova et al., 2003).

Cloned Model Sequence labeling tasks such as
POS-tagging are most promisingly taken care by
linear statistical models (e.g. Conditional Random
Fields (CRF) (Lafferty et al., 2001)) and neural
network (NN) based models such as LSTM, BI-
LSTM, etc. In our work, we use BILSTM-CRF
based DNN architecture (Huang et al., 2015) for
generating cloned models, where for a selected to-
ken in the text statement, a BILSTM layer carry
the input text features from both direction of the
sentence (Graves et al., 2013) as well as CRF layer
provide sentence level tag information. We use a
untrained embedding layer of 300 size input to 300
units of BILSTM cells followed by single layer
of fully connected neural network having 13 units
(number of classes). Model’s raw predictions (pre-
normalized) is used to generate CRF transition ma-
trices which are input to a RNN cell to generate the
final prediction. Negative log likelihood of CRF-
layer output is used as loss function with Adam
(Kingma and Ba, 2014) as an optimizer.

Note that for our proof-of-concept experiment,
the actual architecture in the cloned model only
needs to be powerful enough to simulate the origi-
nal behavior. However, other architectures might
be able to learn the same behavior from less data
or reflect the behavior more closely.

4opennlp.apache.org

Tagger Modelname Domain abbr.

Hepple - - hp

Mate Conll2009 mixed mt

NLP4J Ontonotes news on
Mayo medical ma

OpenNLP Maxent unknown mx
Perceptron unknown pp

Stanford
csls-left3w news st1
fast unknown st2
wsj-0-18-csls news st3

Table 1: POS-taggers’ models considered for cloning
process.

Unlabelled Data Based on the model cloning
process described in Figure 1, we use the known
unlabeled data for training and labeled test data for
evaluation. Note that all the labels are normalized
and mapped to standard coarse grained universal
tag-set (Das and Petrov, 2011). As an input to
legacy models, we use web text of 1 Million sen-
tences from news-wire platforms downloaded from
the Leipzig Corpus Collection (Goldhahn et al.,
2012). Before prediction, each sentence was tok-
enized using NLP4j’s tokenizer (Choi and Palmer,
2012). We ignore the tags ‘apos’, ‘ˆ’ and ‘X’ in
our experiments, as they are not easily mapped to
coarse-grained labels for comparison.

Labeled Test Data As we also want to evaluate
the objective tagging quality of the cloned models,
we evaluate on a corpus with gold tags, following
the setup in Horsmann et al. (2015). For evalua-
tion, we consider formal writings, e.g. news arti-
cles, travel reports and how-to’s which overlap the
same domain with the known unlabeled data. We
use three subsections of the GUM (Zeldes, 2017)
and Brown (Francis and Kucera, 1964) corpus. De-
tails of the corpora are provided in Table 3.

Model Training To generate the cloned models,
we use the DELTA framework5 (Han et al., 2019).
We use a batch size of 36,864 for only single epoch
cycle with a dropout rate of 0.5 and 0.001 as learn-
ing rate. Since our objective is to investigate how
well we can learn the output of the taggers, we do
not initialize the network with word embeddings
to avoid any other external dependency than the
training data. To generate the predictions labels,
we use a 64 bit Intel(R) Xeon(R) Gold 5120 CPU
@ 2.20GHz machine. For the training of cloned

5github.com/didi/delta
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ERROR tokens (×103 per sec)
Tagger Brown GUM-News GUM-Voyage GUM-HowTo Cloned Legacy ∆

Mate (mt) .05 .05 .05 .05 186.6 4.5 +182.1
Hepple (hp) .04 .03 .03 .04 213.8 227.6 -13.8
OpenNLP (mx) .04 .03 .04 .04 183.5 40.4 +143.1
OpenNLP (pp) .06 .05 .07 .07 190.9 193.1 -2.2
Stanford (st3) .04 .03 .04 .03 196.6 16.3 +180.3
Stanford (st1) .04 .03 .04 .04 211.4 15.1 +196.3
Stanford (st2) .04 .04 .04 .04 214.2 9.1 +205.1
NLP4J (ma) .06 .04 .04 .05 208.2 26.7 +181.5
NLP4J (on) .06 .03 .04 .04 198.9 14.9 +184.0
Average .05 .04 .04 .04 200.5 60.9 +139.6

Table 2: The cloned models performance evaluated on labeled test data. ERROR is calculated by substracting
Weighted F1 metric from 1. ∆ provide tagging speed comparison with respect to legacy models.

.

Corpus Tokens
(x103) Tagset Sent Len

(µ± σ)

Brown 1,018 Brown 20.2± 13.1
GUM-News 8 PTB-TT 23.0± 12.5
GUM-Voyage 7 PTB-TT 22.0± 13.4
GUM-HowTo 11 PTB-TT 15.6± 9.9

Table 3: News domain labeled test data. Here, PTB-TT
denotes penn tree bank with extended tree tagger tag-
set.

models, an additional 24 GB memory size Quadro
RTX 6000 GPU is used.

4 Results

Table 2 shows how closely the cloned models were
able to mirror the behavior of the legacy models.
For that purpose, we treat the legacy results as the
gold standard and report the ERROR, i.e. how much
the cloned models deviates from it. We find that
on average cloned models are able to approximate
the behavior of legacy POS taggers with an error
of 4 points. This value is statistically significant
(based on McNemar Test (Dietterich, 1998) with
p < 0.05), which means that our cloned models
are significantly different from the legacy models.

Error Analysis The heatmap in Figure 2 shows
where we find the major differences between legacy
and cloned model. We only show results for the
Stanford (st1) model, but the other models perform
similarly. One source of mismatch are verb/noun
and adj/noun confusions in both directions, which
seems to indicate that the model has not learned
the actual behavior of the legacy model. An error
category that stands out is where the cloned model
assigns a NOUN tag to what should have been
PUNCT within the legacy model. For example in
the sequence Annapolis , Jan. 7 ( special ), the

token the closing parenthesis is tagged as a noun
by all cloned models.

Tagging Quality When the cloned model devi-
ates from exactly mirroring the behavior of the
legacy model, it could (i) assign a wrong tag when
the legacy model was wrong, (ii) correct a mistake
by the legacy model, or (iii) assign a wrong tag
when also the legacy model was wrong (this last
case would be neutral in term of tagging quality).
To test what effect is dominating here, we also eval-
uate legacy models and their cloned versions on the
gold labels of our evaluation corpus. We find that
cloned models are either on par with legacy models
or up to 2 percent points worse (in terms of aver-
age F1). This shows that differences in behavior
between legacy and cloned models are relevant for
the task performance and result in worse tagging
quality.

Tagging Speed To measure the tagging speed,
we choose a single server setup for both legacy
as well as cloned models. We only measure pure
tagging speed and exclude model loading time, be-
cause when tagging a lot of text the one-time cost
to load the model does not matter that much. Ta-
ble 2 shows that cloned models are either much
faster or on par with legacy tools. Projecting in the
future, the neural models will get faster, while the
legacy models are unlikely to benefit from using
GPUs and improved library speed.

5 Related Work

Model cloning can be seen as a kind of model ex-
traction attack, where copying a model has been
investigated under the aspect of being a threat to a
service’s underlying business model (Yuan et al.,
2022; Tramèr et al., 2016). In this scenario, an ad-
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Figure 2: Heatmap illustrating failures of the cloned
model to reproduce tags assigned by the Stanford legacy
model (st1).

versary keeps using a model, which is offered via
a paid or un-paid endpoint, until enough data has
been gathered to train an own model. In particular,
neural network-based model extraction is a pow-
erful approach with their ability to approximate
a function that maps an input on a certain output
(Yi Shi et al., 2017). Adversaries can exploit the
neural network to approximate the functionalities
of endpoint services and become independent af-
ter successful cloning (Takemura et al., 2020; Atli
et al., 2020). Extraction attacks are not only limited
to attack model functionality, but also helps in steal-
ing model hyper-parameters which are considered
confidential specially for commercial and propri-
etary algorithms (Wang and Gong, 2018). Neural
networks such as Knockoff Nets (Orekondy et al.,
2019) are able to successfully by-pass the mone-
tary and intellectual effort and create a reasonable
cloned models as little as $30. Even cloning of
real time systems such as artificial human voice
synthesis (Arik et al., 2018) and autonomous driv-
ing (D’Este et al., 2003; Kuefler et al., 2017) are
common practices nowadays.

Other related methods are distant (Mintz et al.,
2009) and weak (Hoffmann et al., 2011) supervi-
sion which are used to build huge however rela-
tively noisy labeled training data. They not only
save time and money but are also less prone to
induce human errors into the dataset. The algo-
rithms which are used to generate the labels can

be correlated with cloned model that approximate
the behavioral mapping of available manually an-
notated data. Another area related to cloning is
Bootstrapping (Goldman and Zhou, 2000), where
machine-annotated raw data is generated as an at-
tempt to overcome the lack of human-annotated
gold data.

6 Summary

Model cloning is a potential solution to ensure the
continued availability of legacy tools that are not
maintained anymore. As a first experiment into
model cloning, we have experimented with mir-
roring the behavior of 9 different pre-neural POS
tagging models. We find that the cloned models
come close in terms of POS tagging performance,
but somewhat fail to closely resemble the specific
behavior of individual taggers.

Our results are limited by only experimenting
with POS tagging as one example task and by us-
ing only one neural architecture. Some NLP tasks
might lend themselves more easily to cloning and
some neural architecture might be better suited for
cloning. In future work, we thus want to improve
the cloning process to better capture the specific
behavior of a given model the and to extend the
paradigm to other tasks beyond POS tagging.
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