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Abstract

This paper provides an overview of NVIDIA
NeMo’s speech translation systems for the
IWSLT 2022 Offline Speech Translation Task.
Our cascade system consists of 1) Conformer
RNN-T automatic speech recognition model, 2)
punctuation-capitalization model based on pre-
trained T5 encoder, 3) ensemble of Transformer
neural machine translation models fine-tuned
on TED talks. Our end-to-end model has less
parameters and consists of Conformer encoder
and Transformer decoder. It relies on the cas-
cade system by re-using its pre-trained ASR
encoder and training on synthetic translations
generated with the ensemble of NMT models.
Our En→De cascade and end-to-end systems
achieve 29.7 and 26.2 BLEU on the 2020 test
set correspondingly, both outperforming the
previous year’s best of 26 BLEU.

1 Introduction

We participate in the IWSLT 2022 Offline Speech
Translation Task (Anastasopoulos et al., 2022) for
English→German and English→Chinese. Due to
the limited amount of direct speech translation (ST)
data, we mostly focused on building a strong cas-
cade pipeline structured as follows:

• ASR model with Conformer (Gulati et al.,
2020b) encoder and RNN-T (Graves, 2012)
decoder trained with SpecAugment (Park
et al., 2019) which transforms input audio into
lower-cased text without punctuation.

• Punctuation-capitalization (PC) model with
T5 (Raffel et al., 2019) encoder and classifica-
tion head which transforms normalized ASR
output into standard English text, more suit-
able for NMT model.

• Ensemble of 4 NMT Transformers (Vaswani
et al., 2017) trained with back-translation and
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right-to-left distillation and fine-tuned on TED
talks which translates English text into target
language.

We also trained end-to-end models capitalizing
on the pre-trained ASR encoder and synthetic trans-
lations obtained with the ensemble of NMT mod-
els. Our best end-to-end model consisting of Con-
former encoder and Transformer decoder lags be-
hind the best cascade by 2.7 BLEU on average,
however, it might be preferred for some scenarios
of limited resources or latency requirements.

Our systems are open-sourced as part of
NVIDIA NeMo1 framework (Kuchaiev et al.,
2019).

2 Data

In this section, we describe the datasets used for
training (Table 1). For evaluation, we used the
development sets of Must-C v2, as well as the test
sets from past IWSLT competitions.

ASR For training our ASR model, we used Lib-
riSpeech (Panayotov et al., 2015), Mozilla Com-
mon Voice v6.1 (Ardila et al., 2019), TED-LIUM
v3 (Hernandez et al., 2018), VoxPopuli v2 (Wang
et al., 2021a), all available speech-to-English data
from Must-C v2 (Cattoni et al., 2021) En-De/Zh/Ja
datasets, ST-TED (Jan et al., 2018), and clean por-
tion of Europarl-ST (Iranzo-Sánchez et al., 2020).

PC For training our punctuation-capitalization
(PC) model, we combined 268M sentences from
Europarl (Koehn, 2005), RAPID (Rozis and
Skadin, š, 2017), TED (Cettolo et al., 2012), news-
crawl, news-commentary English corpora used in
WMT 2021 (Akhbardeh et al., 2021) and Wikipedia
dump from WMT 2020. After that, we split the
data into segments of up to 128 words ignoring
sentence boundaries and removed all punctuation
and capitalization.

1https://github.com/NVIDIA/NeMo
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Table 1: Statistics of different datasets used for training.
Synthetic datasets are marked with typewriter font.

Task Dataset Size Time

ASR

LibriSpeech 281K 960
CommonVoice v6.1 564K 901
TED-LIUM v3 268K 454
VoxPopuli v2 182K 523
MuST-C v2 ASR 410K 728

MT De
WMT’21 bitext 60M −
WMT’21 BT 250M −
WMT’21 R2L 60M −

MT Zh
WMT’21 bitext 42M −
OpenSubtitles 11M −
ST En→Zh 640K 1K

ST

MuST-C v2 251K 450
CoVoST v2 290K 430
ST-TED 172K 273
Europarl-ST 33K 77
ASR synthetic 1.3M 2.3K

MT For training our NMT models, we used
all available bitext from WMT 2021 (Akhbardeh
et al., 2021), as well as its right-to-left distillation
and back-translated monolingual data (for En→De
only), following Subramanian et al. (2021). After
training, we fine-tuned our models on bitexts from
Must-C v2 dataset.

ST For training our end-to-end ST models, we
used Must-C v2, CoVoST v2 (Wang et al., 2020),
ST-TED, and clean portion of Europarl-ST. In ad-
dition, we translated English transcripts from ASR
datasets with unnormalized transcripts (all datasets,
except for LibriSpeech and TED-LIUM v3) to ob-
tain more speech-to-German data.

3 System

In this section, we describe the essential compo-
nents of our cascade and end-to-end submissions.

Segmentation We relied on voice activity detec-
tion (VAD) to transform long TED talks from the
evaluation datasets into smaller segments. Specif-
ically, we used WebRTC2 toolkit with frame du-
ration, padding duration, and aggressive mode
set to 30ms, 150ms, and 3, respectively. Follow-
ing Inaguma et al. (2021), we then merged multi-

2https://github.com/wiseman/py-webrtcvad

ple short segments into longer chunks until there
were no two segments shorter than a threshold
Mdur = 12ms with the time interval between them
below a threshold Mint = 50ms. We also experi-
mented with other hyperparameters in the vicinity
of these values but the resulting average BLEU
score on IWSLT test datasets from previous years
was lower.

ASR We transcoded all audio data to mono-
channel 16kHz wav format and normalized all the
transcripts by removing capitalization and all punc-
tuation marks except for apostrophe. We also dis-
carded samples shorter than 0.2s and longer than
24s. As a result, our training dataset contained
1.9M audio segments with the total duration of
3800 hours.

We then trained a large version of conformer-
transducer (Gulati et al., 2020a) with roughly
120M parameters, which uses RNN-T loss and de-
coder (Graves, 2012). The prediction network con-
sists of a single layer of LSTM (Hochreiter and
Schmidhuber, 1997) and the joint network is an
MLP. All the hidden sizes in the decoder were set
to 640.

PC Our punctuation-capitalization (PC) model
consists of Transformer encoder initialized with
pre-trained T5 (Raffel et al., 2019) and two classifi-
cation heads — one for predicting punctuation and
another for predicting capitalization. Capitalization
head has two labels which correspond to whether
the corresponding token needs to be upper-cased.
Punctuation head has four labels for period, comma,
question mark, and no punctuation which corre-
spond to whether the corresponding token needs to
be followed by a particular punctuation mark.

To do inference on the text of arbitrary length,
we split it into segments of equal segment
length and compute a sliding window (with a
step step) product of token probabilities. To re-
duce prediction errors near the segment boundaries,
we discard probabilities of margin tokens near
the segment boundaries except for the left bound-
ary of the first segment and the right boundary of
the last segment. Table 2 illustrates how the de-
scribed procedure works on a given fragment from
Wikipedia.

NMT Our En→De text-to-text NMT models
were based on NVIDIA NeMo’s submission to the
last year WMT’21 competition. We discarded all
examples where a sentence in either language is
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Table 2: Capitalization head inference on a text frag-
ment from Wikipedia with the following parameters:
segment length = 4, step = 1, margin = 1.
Discarded probabilities near the segment boundaries are
highlighted in red.

bantam sold it to miramax books

bantam sold it to
U 0.9 0.1 0.1 0.2
O 0.1 0.9 0.9 0.8

sold it to miramax
U 0.5 0.2 0.1 0.8
O 0.5 0.8 0.9 0.2

it to miramax books
U 0.1 0.1 0.8 0.6
O 0.9 0.9 0.2 0.4

bantam sold it to miramax books
U 0.9 0.1 .02 .01 0.8 0.6
O 0.1 0.9 .72 .81 0.2 0.4

U O O O U U

Bantam sold it to Miramax Books

longer than 250 tokens and where the length ra-
tio between source and target exceeds 1.3. We
also applied langid and bicleaner filtering
following Subramanian et al. (2021). After such
aggressive filtering, we ended up with 60M par-
allel sentences and 250M monolingual sentences
for back-translation. We then trained four 24× 6
NMT Transformers using different combinations
of bitext, its right-to-left forward translation, and
back-translated monolingual data.

Our En→Zh NMT model differs from En→De
in that we used jieba tokenization and OpenCC
traditional to simplified Chinese normalization, in-
stead of Moses based tokenization and normaliza-
tion. We used SentencePiece (Kudo and Richard-
son, 2018) tokenizer with shared vocabulary trained
on a combination of English, Chinese and Japanese.
We also did not do ensembling.

After training with news-only data, we addi-
tionally fine-tuned all our models on MuST-C v2
dataset which resulted in nearly 4 BLEU score
boost on IWSLT test sets for En→De. The en-
semble of four such models was used to gener-
ate synthetic translations for end-to-end ST model
training.

To better adapt our cascade NMT models to pos-
sible punctuation-capitalization model artifacts, we
altered the source side of fine-tuning dataset by

normalizing it and running through the PC model.

End-to-end Our end-to-end model is Conformer
encoder followed by Transformer decoder trained
on pairs of English audio and German translation.
After discarding all segments longer than 24s, we
ended up with 740K segments with the total dura-
tion of 1180 hours. Adding synthetic translations
of ASR datasets with unnormalized transcripts re-
sulted in 2.06M segments with the total duration
of 3450 hours.

4 Experiments

4.1 Setup

ASR We trained our Conformer-transducer ASR
models for 300 epochs with the same architecture
introduced in (Gulati et al., 2020a) for large model
with AdamW (Loshchilov and Hutter, 2017) opti-
mizer and Inverse Square Root Annealing (Vaswani
et al., 2017) with 10K warmup steps and a maxi-
mum learning rate of 2 × 10−3. Weight decay of
0.001 on all parameters was used for regulariza-
tion. The effective batch size was set to 2K, and
we could fit larger batch sizes via batch splitting
for the RNN-T loss.

Time-Adaptive SpecAugment (Park et al., 2020)
with 2 freq masks (F = 27) and 10 time masks
(T = 5%) is used as the augmentation scheme.
We also used dropout of 0.1 for both the attention
scores and intermediate activations. All predictions
were made with greedy decoding and no external
language model.

For the tokenizer, we trained and used an uni-
gram SenetencePiece (Kudo and Richardson, 2018)
with the vocabulary size of 1024. After training,
we averaged the best 10 checkpoints based on the
validation WER which led to a small boost in both
the ASR (Table 3) and the resulting BLEU scores
of the complete cascade (Table 4).

Table 3: Word error rate (WER) of the ASR model
evaluated on different test datasets. Values in brackets
correspond to evaluation on modified references with
all numbers converted into their spoken form.

Librispeech MuST-C v2
test-other tst-COMMON

Conf RNN-T 4.81 4.35 (2.51)
+ ckpt avg 4.65 4.21 (2.37)
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Table 4: En→De BLEU scores calculated on IWSLT test sets from different years by using automatic re-
segmentation of the hypothesis based on the reference translation by mwerSegmenter implemented in
SLTev (Ansari et al., 2021). Avg ∆ computes the improvement over the cascade baseline averaged over 7 test sets.

2010 2013 2014 2015 2018 2019 2020 Avg∆

Cascade systems
Conf RNN-T + punct-capit + NMT 20.0 25.2 21.3 22.5 23.8 22.7 25.1 0

+ ASR checkpoint averaging 21.2 26.0 21.4 23.5 24.5 23.3 25.6 +0.7
+ NMT in-domain fine-tuning 24.5 31.3 26.1 27.6 27.6 26.4 28.8 +4.5
+ NMT repunctuated source 26.0 31.5 26.6 28.2 27.5 27.0 29.7 +5.1
+ NMT x4 ensembling 26.6 32.2 26.8 28.3 28.1 27.3 29.7 +5.5

End-to-end systems
Conformer enc + Transformer dec 17.6 23.5 19.5 17.8 19.4 16.0 16.9 −4.3

+ ASR encoder init 19.8 25.5 21.6 22.4 22.4 20.4 21.7 −1.0
+ ASR synthetic data 24.5 30.0 25.2 25.3 24.9 24.1 26.2 +2.8

Text-to-text
WMT’21 NMT model 33.3 35.6 31.7 33.5 31.0 28.6 32.4 +9.4

+ in-domain fine-tuning 35.7 41.2 36.2 38.1 34.7 31.7 35.0 +13.1

PC We trained our PC model for up to 400K
updates using Adam optimizer (Kingma and
Ba, 2014) and Inverse Square Root Anneal-
ing (Vaswani et al., 2017) with 12K warm-up steps
and a maximum learning rate of 6×10−5. Dropout
of 0.1 was used for regularization.

Despite significant imbalance between no punc-
tuation / capitalization and other classes, we trained
with cross-entropy loss which showed to perform
well in prior work (Courtland et al., 2020). We then
computed F1 scores for both classification heads
on IWSLT tst2019 dataset. Our high mean punctu-
ation F1 score of 84.6 and capitalization F1 score
of 92.6 suggest that the model does not suffer from
the class imbalance inherent in the training data.

NMT We trained our NMT models (Transformer,
24 × 6 layers, dmodel = 1024, dinner = 4096,
nheads = 16) with Adam optimizer (Kingma
and Ba, 2014) and Inverse Square Root Anneal-
ing (Vaswani et al., 2017) with 30K warmup steps
and a maximum learning rate of 4 × 10−4. The
models were trained for a maximum for 450K steps
with a dropout of 0.1 on intermediate activations
and label smoothing with α = 0.1.

After training, we finetuned all our base NMT
models on MuST-C v2 for 3–4 epochs with an
initial learning rate of 2× 10−5, linear annealing
and no warmup.

End-to-end Our end-to-end models (17-layer
Conformer encoder, 6-layer Transformer decoder,
both with dmodel = 512, dinner = 2048, nheads = 8)
were trained for 50 epochs if starting from ran-
dom initialization and for 30 epochs if using the
pre-trained ASR encoder. Our vocabulary consists
of 16384 YouTokenToMe3 byte-pair-encodings
trained on German transcripts of ST corpus.

4.2 Results

English-German Table 4 shows the performance
of our baseline En→De system and its modifica-
tions on 7 different IWSLT test sets over the years.
While all proposed modifications lead to clear im-
provements in BLEU scores, in-domain fine-tuning
of NMT model contributes the most, adding almost
4 BLEU to both cascade and text-to-text.

End-to-end model trained on ST data lags behind
the baseline cascade. Utilizing the pre-trained ASR
encoder and additional synthetic translation data
results in a significant boost of 7 BLEU score, how-
ever, the gap between end-to-end and best cascade
is still 2.7 BLEU.

The difference of 7.6 BLEU between our best
cascade and text-to-text translation of the ground
truth transcripts suggests that there is still plenty of
room for improvement on both ASR and PC parts
of the cascade.

3https://github.com/VKCOM/YouTokenToMe
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English-Chinese We evaluated our En→Zh sub-
mission on the development set of the MuST-C
v2 dataset released by the competition organizers.
Our cascade which differs by the NMT block only
from the En→De cascade achieved 25.3 BLEU
which improved to 26.7 BLEU after fine-tuning on
re-punctuated in-domain data.

4.3 Discarded alternatives
When designing our submission, we explored a
number of alternatives. They did not lead to clear
improvement in preliminary experiments and, thus,
were not included into the final submission.

ASR For our speech recognition part, we experi-
mented with:

• other models, specifically, CitriNet (Majum-
dar et al., 2021) and Conformer-CTC;

• training on a subset of data (approximately
2.5K hours) with unnormalized transcripts to
remove the necessity of using PC model;

• increasing model size by the factor of 1.5 for
each parameter tensor.

Interestingly, using fully convolutional CitriNet
model allowed us to transcribe the complete TED
talks without need for audio segmentation. Unfor-
tunately, the WER of this model was significantly
higher than WER of more powerful Conformer-
RNNT which resulted in worse overall perfor-
mance.

PC For our punctuation-capitalization restoration
part, we experimented with:

• training the described above PC model from
scratch;

• initializing our encoder with BERT large (De-
vlin et al., 2019) and MBART50 (Liu et al.,
2020) weights;

• replacing classification head with autoregres-
sive seq-to-seq model following Cho et al.
(2017).

NMT We experimented with more elaborate de-
coding mechanisms such as shallow fusion with
external language model and noisy channel re-
ranking (Yee et al., 2019) but got similar results
at the cost of significant computation overhead.
Note that both De language model and backward
De→En model were not fine-tuned on in-domain
data unlike the forward En→De model.

5 Conclusion

We present NVIDIA NeMo group’s offline speech
translation systems for En→De and En→Zh
IWSLT 2022 Tasks.

Our primary cascade system consists of
Conformer RNN-T ASR model, followed by
Transformer-based PC and NMT models. To im-
prove over the baseline, we utilize checkpoint av-
eraging, in-domain fine-tuning, adaptation to PC
artifacts, and ensembling. The resulting submis-
sion outperforms the last year’s best (Wang et al.,
2021b) by 3.7 BLEU on IWSLT 2020 test dataset.
However, it is worth noting that this year more data
was available for training.

Our contrastive end-to-end model consists of
Conformer encoder and Transformer decoder and
translates speech directly into the text in target lan-
guage. The performance of such model trained on
available ST data was almost 10 BLEU worse com-
paring to cascade. We managed to shrink this gap
to 2.7 BLEU by capitalizing on strong ASR and
NMT components of our cascade via pre-training
and synthetic data generation. Due of its size and
simplicity this model may be preferred for some
scenarios, such as simultaneous speech translation.
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