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Abstract

To successfully account for language, computa-
tional models need to take into account both the
linguistic context (the content of the utterances)
and the extra-linguistic context (for instance,
the participants in a dialogue). We focus on a
referential task that asks models to link entity
mentions in a TV show to the corresponding
characters, and design an architecture that at-
tempts to account for both kinds of context.
In particular, our architecture combines a pre-
viously proposed specialized module (an “en-
tity library”) for character representation with
transfer learning from a pre-trained language
model. We find that, although the model does
improve linguistic contextualization, it fails to
successfully integrate extra-linguistic informa-
tion about the participants in the dialogue. Our
work shows that it is very challenging to in-
corporate extra-linguistic information into pre-
trained language models.

1 Introduction

Identifying the real-world entity an expression
refers to is crucial for Natural Language Process-
ing, since humans use language to talk about the
world. This, however, requires models that repre-
sent the real world such that linguistic expressions
can be mapped to them. For instance, in Figure
1, which is a snippet of a dialogue from the TV
show Friends, we need to know that it is Joey Trib-
biani who is speaking to be able to interpret the
pronoun “I”. State-of-the-art NLP models typically
focus on linguistic context, not on extra-linguistic
context such as who is speaking to whom. We aim
at integrating extra-linguistic context, in particular
information about participants in a dialogue; also,
we aim at combining it with information coming
from the linguistic context.

We focus on the character identification task of
SemEval 2018 (Choi and Chen, 2018), aimed at
classifying mentions from the dialogue scripts of
the TV show Friends (see Figure 1). The model that

JOEY TRIBBIANI (183):
"...see Ross, because 1 thinkﬂ love her ."

335 183 335 306

Figure 1: Example of the dataset. It shows the speaker
(first line) of the utterance (second line) and the ids of
the entities to which the target mentions (underlined)
refer (last line).

won the SemEval competition (Aina et al., 2018)
proposed an external module to encode entity in-
formation in a structured way (henceforth, “entity
library”). This approach enabled the incorpora-
tion of extra-linguistic information, in particular
speaker information, which allowed the model to
learn patterns such as “I refers to the character that
is speaking"; and, as a result, it worked compara-
tively well on rare entities. However, Aina et al.
(2019) showed that the model’s good performance
was not correlated with meaningful entity represen-
tations. Moreover, the model performed poorly in
expressions that require a good grasp of the linguis-
tic context, like 3rd person pronouns and common
nouns.

Aina et al.’s base model was an LSTM
trained from scratch on the character identifica-
tion task (with the exception of pre-trained non-
contextualized word embeddings). We propose
to instead add the entity library to a pre-trained
language model: BERT (Devlin et al., 2019). Pre-
trained language models (Peters et al., 2018; De-
vlin et al., 2019) have been shown to provide
good contextual representations (Bai et al., 2021),
and they have enabled advances also in referen-
tial tasks (Joshi et al., 2020; Zhou and Choi, 2018;
Yang and Choi, 2019). We expected that combining
BERT with the entity library would synthesize the
benefits of both, encoding and exploiting both the
extra-linguistic and linguistic information in the
context. We also expected that, as a result of these
improvements, this model would yield better entity
representations.

Contrary to expectation, however, we do not
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improve on the state-of-the-art model of Aina
et al. (2019). Through analysis, we show that our
model does improve the performance for context-
dependent expressions, such as third-person pro-
nouns, suggesting that it is better at handling the
linguistic context; however, it performs worse on
expressions that depend on the extra-linguistic con-
text, such as first- and second-person pronouns,
which are much more frequent in the data. More-
over, the entity representations are only marginally
improved. The problem, we argue, comes from the
fact that integrating extra-linguistic information in
pre-trained language models is far from trivial.

2 Method and main results

Task In order to have a comparable setup to pre-
vious studies, the dataset and the task are the same
as the ones described in Choi and Chen (2018). The
training and test data span the first two seasons of
the sitcom Friends, and the task is to predict which
character is referred to by each referring expression
(see Figure 1).

Model In our model, the input tokens go through
a pre-trained BERT. Then the speaker information
(i.e., an embedding identifying the character who
produced the utterance) is concatenated to the to-
ken representation. This representation is fed to a
multi-layer perceptron (MLP). The output of this
step is compared to the entity library (EntLib) pro-
posed in Aina et al. (2018), via dot products with
each character embedding in the EntLib, in order to
produce the final prediction (softmax over the dot
products). The entity library is a learnable matrix
where each row is associated with one of the 401
characters from the dataset. As in the version in
Aina et al. (2019), the parameters of the speaker em-
bedding matrix and of the entity library are shared.
The weights of BERT are tuned to the character
identification task. Section A.2 in the Appendix
reports model details.

The most notable differences of our architec-
ture with that of Aina et al. (2018) and Aina et al.
(2019) are the following: 1) We run the input text
through a pre-trained language model; 2) our model
processes the input token with its textual context
before accessing the speaker information. By con-
trast, Aina et al.’s architecture directly passes the
input token to the LSTM jointly with the speaker.
This latter difference will be crucial in explaining
the results, as we will see in the next section.

all (78) main (7)
models Fi | Acc| F1 | Acc
random -EntLip 40.4| 63.6| 70.6 | 69.4
+EntLib 438] 64.4| 71.2 | 704
frozen-EntLib | 31.6| 64 725 | 72.8
BERT frozen+EntLib| 35.3| 63.8| 70.9 | 71.1
finet.-EntLib | 38.6] 62.2] 68.9 | 69.1
finet.+EntLib | 51.4| 70.5| 76.9 | 77.6
LSTMEnt | +EntLib 49.6] 77.6| 84.9 | 84.2

Table 1: Model parameters and results on the character
identification task. finet: fine-tuned.

We conduct ablation experiments to investigate
the benefits of different components of our model:

* random embeddings: the BERT component
is substituted by randomly initialized embed-
dings. Each token is linearly mapped to a
vector, with no representation of sequences.

* frozen BERT: the BERT component of the
model is not fine-tuned on the character iden-
tification task, and only the other components
are updated during training.

 -EntLib: the model does not include the entity
library. The output of the MLP is directly
mapped to 401 dimensions to predict an entity.

Results The main results are presented in Ta-
ble 1.! The newly proposed model does not im-
prove over the best performing model from Aina
et al. (2019): it is better on F1 score for all entities,
and worse for the other three metrics. However,
while Aina et al.’s model (henceforth, LSTMEnt)
has the best overall results, it outperforms the pro-
posed model (fine-tuned BERT +EntLib, hence-
forth BERTEnt) only on a few kinds of expressions,
as shown in the analyses in Section 3.

Table 1 also shows that the entity library im-
proves over all 3 model variations, confirming that
dedicating a specialized component to entity repre-
sentation is helpful for referential tasks. Among our
variants, the complete model (BERTEnt) is the best,
showing that all the components are beneficial for
the task. The models initialized with random em-
beddings are comparable to the models with frozen
BERT embeddings. This suggests that BERT repre-
sentations are not directly applicable to the current
task, without being adjusted through fine-tuning;
that may be due to the differences between the data

"While the prediction is over 401 entities, “all entities”
in Table 1 are only 78 because this is the number of entities
appearing in the test data.
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BERT was trained on (mostly narrative text) and
the data we are deploying it on (dialogues from TV
sitcoms).

3  Why does BertEnt not improve results?

Figure 2 presents the F1-score for the analyzed
models for different types of referring expressions:
first/second/third-person pronouns, proper nouns
and common nouns. The graph shows results cor-
responding to all entities (column ‘all’ in Table 1).
A graph focusing on the main entities is included
in the Appendix.

As for first-person pronouns, recall that their
interpretation depends on extra-linguistic informa-
tion (who is speaking). Our models have speaker
embeddings; to learn the right generalization, they
should map the “I”” token to the relevant speaker
embedding. The entity library facilitates this pro-
cess, and, accordingly, it is a beneficial component
for first-person pronouns across all models.

Moreover, this is a type of referring expression
that is easy for the models. The best strategy is
actually to learn to treat the token representation
for a first-person pronoun as a constant that func-
tions simply as a prompt for the speaker embedding.
This explains why the best results are actually ob-
tained with random embeddings and entity library:
The other models (including LSTMEnt) contextual-
ize tokens, changing them depending on the content
of the message. Since first-person pronouns do not
depend on the linguistic context, but only on the
extra-linguistic context, the other models have a
harder time learning the right mechanism.

Second- and third-person pronouns are remark-
ably difficult for all models, and we find con-
trasting results between BERTEnt and LSTMEnt.
BERTEnt is much worse than LSTMEnt at second-

person pronouns, which again need extra-linguistic
information (who the addresse is). As we explain
in more detail later, in this case the problem is that
in the current architecture speaker information is
not contextualized together with the linguistic con-
text. Instead, BERTEnt is better than LSTMEnt for
third-person pronouns. This behaviour is expected
given that third-person pronouns are tokens that re-
quire contextualization in the linguistic context (not
the dialogue participants), and BERT specializes in
contextualized representations.

Proper nouns are rigid designators, such that no
contextual information is needed to predict which
character “Ross” refers to (at least in the context of
the sitcom) — neither linguistic nor extra-linguistic
information. What is needed is to map the proper
nouns to the corresponding characters, something
that again is facilitated by the entity library. Most
models are able to learn this mapping, with the
exception of models with frozen BERT, which can-
not adapt their proper noun representations to the
context of the sitcom. BERTEnt is instead the most
successful model for proper nouns, surpassing even
LSTMEnt.

And the performance of BERTEnt is similar to
that of LSTMEnt. This result is unexpected be-
cause common nouns bear resemblances to third-
person pronouns (requiring contextualization, e.g.
in the case of “woman”) and to proper nouns (with
some being more associated to a given character,
like “paleontologist” with Ross), and BERTEnt
outperforms LSTMEnt in both. However, common
nouns are difficult for all the models. This can
be traced back to two factors: 1) common nouns
are rare in the training data; 2) the models are not
learning good entity representations, which is nec-
essary to learn the associations between nouns and
characters (such as “paleontologist” with Ross).
See Appendix A.5 for model biases that depend on
training data distribution, and A.6 for the quality
of entity representations.

Overall, the results show that BERTEnt and LST-
MEnt have complementary strenghts: BERTEnt is
better at accounting for linguistic context (with best
results in third-person pronouns and proper nouns),
and LSTMEnt at extra-linguistic context (with best
results in first- an second-person pronouns). How-
ever, LSTMEnt achieves the best overall accuracy
(Table 1) because of the data distribution: 44.4% of
the datapoints are first-person pronouns, and 27.9%
are second-person pronouns.
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Thus, our proposed model succeeded in achiev-
ing better linguistic contextualization, but failed in
incorporating extra-linguistic information, in par-
ticular information about the participants in the di-
alogue. We believe that the issue is that pre-trained
language models like BERT do not have a “space’
for extra-linguistic information; thus it is difficult
to add it to current architectures. In particular, re-
call that, in our model, the speaker embedding is
added at the output level: each token is processed
by BERT, and then the speaker embedding is con-
catenated to the token. This means that the speaker
embedding is not contextualized in the linguistic
input, except via the MLP that further maps the
concatenated token+speaker embeddings to the fi-
nal decision. In LSTMEnt, instead, the token and
the speaker embedding are processed jointly by the
language model.

To understand the implications of this, consider
the case of second-person pronouns: the entity we
refer to when we use “you” is most probably an
interlocutor who is the speaker of previous or future
utterances. The current architecture doesn’t have a
straightforward way to access this information.

>

The way to go would be to include speaker infor-
mation directly in the architecture of BERT. Since
this entails all kinds of technical and conceptual is-
sues, and in the spirit of “recycling” language mod-
els for referential tasks, we tried a middle-ground
solution. We added a self-attention layer on top
of the concatenation of the token and speaker in-
formation.> The self-attention layer operates on
the whole sequence given as input: it compares the
hidden representation at time step t with the hidden
representations at all the other time steps. These
comparisons are used to create a weighted repre-
sentation. This layer should lead to incorporation
of interlocutor information into the current repre-
sentation. It however didn’t work as expected: in
our hyperparameter search, the best models did not
use this component. This could be due to the com-
ponent lacking a recency feature that encourages
the model to focus more on the speakers surround-
ing the current token. For instance, for expressions
like “you”, the referent is usually a participant in
the vicinity of the current utterance, such that it
is harmful to consider all the spans considered in
the BERT processing layer (more than 100 in the
best instantiations of the model). Even though posi-
tional embeddings offer the possibility of focusing

2We tried 1/2/4 attention heads and 1/2 layers of attention.

on more recent tokens, this information might not
reach the output of BERT; thus the issue here could
again be the fact that we include speaker informa-
tion after BERT processing.

4 Conclusion

Our initial hypothesis was that the proposed model,
BERTEnt, would attain the same performance as
the previous state-of-the-art model (LSTMEnt) on
mentions requiring extra-linguistic information,
while improving linguistic contextualization and
possibly the encoding of entity information. We
instead find that the model does improve in lin-
guistic contextualization (cf. higher performance
in third-person pronouns), but instead fails to inte-
grate extra-linguistic information about the partici-
pants in the dialogue (cf. lower performance in first-
and second-person pronouns). Also, BERTEnt only
slightly improves over LSTMEnt on entity repre-
sentations (see Appendix A.6). The entity library
does continue to be a valuable module, as in previ-
ous work (Aina et al., 2018, 2019), boosting perfor-
mance across the board. Future work can focus on
studying the benefits of the entity library in other
pretrained models.

These results highlight requirements for success-
ful architectures in situated Natural Language Pro-
cessing. A model should be able to dynamically
switch, depending on the input, between a strong
sensitivity to the linguistic context and to the extra-
linguistic context, to capture, e.g., that “I” points
to the speaker, while “she” is to be disambiguated
using the discourse context. This requires mod-
els to integrate the extra-linguistic context in their
representations, a capacity that is severely under-
developed at the moment. We have tackled the spe-
cific case of the participants in a dialogue, and have
shown that it is very challenging to incorporate this
kind of information in pre-trained language models.
In order to address this issue, a possible approach
for future research would be to develop a model
which extends BERT to a multi-modal two-stream
model, specialized on dialogue.

The Friends data that we have used is small for
deep learning standards; one obvious way to go
is to use more task-specific training data. Also,
future work needs to conduct experiments on other
dialogue-oriented tasks, in order to confirm our
conclusion.

However, training data on any given “world”,
such as that of a particular TV show, or the envi-
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ronment in which an artificial assistant is typically
deployed (think Siri or Alexa), is inherently lim-
ited, such that newer models will need to be able
to do more with less.
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