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Abstract

The current state-of-the-art test accuracy
(97.42%) on the IMDB movie reviews dataset
was reported by Thongtan and Phienthrakul
(2019) and achieved by the logistic regres-
sion classifier trained on the Document Vectors
using Cosine Similarity (DV-ngrams-cosine)
proposed in their paper and the Bag-of-N-
grams (BON) vectors scaled by Naive Bayesian
weights. While large pre-trained Transformer-
based models have shown SOTA results across
many datasets and tasks, the aforementioned
model has not been surpassed by them, de-
spite being much simpler and pre-trained on
the IMDB dataset only.

In this paper, we describe an error in the evalua-
tion procedure of this model, which was found
when we were trying to analyze its excellent
performance on the IMDB dataset. We further
show that the previously reported test accuracy
of 97.42% is invalid and should be corrected
to 93.68%. We also analyze the model perfor-
mance with different amounts of training data
(subsets of the IMDB dataset) and compare it to
the Transformer-based RoBERTa model. The
results show that while RoBERTa has a clear ad-
vantage for larger training sets, the DV-ngrams-
cosine performs better than RoBERTa when the
labelled training set is very small (10 or 20 doc-
uments). Finally, we introduce a sub-sampling
scheme based on Naive Bayesian weights for
the training process of the DV-ngrams-cosine,
which leads to faster training and better quality.

1 Introduction

The word2vec algorithm originally published by
Mikolov et al. (2013) is among the most famous
methods to train vector representations of words.
Soon after the emergence of word2vec, a similar
method to build vector representations of docu-
ments was originally proposed by Le and Mikolov
(2014) and further studied by Mesnil et al. (2015).
It is known under different names, including Para-
graph Vectors, Sentence Vectors, doc2vec, etc.

This method jointly learns word embeddings and
document embeddings such that a binary classifier
can predict if a given word occurs in a particular
document given only the corresponding embed-
dings. More formally, the following objective is
minimized:
∑

d∈D

∑

w∈Wd

[− log σ(vTd vw)−
∑

w′∼V

log σ(−vTd vw′)]

(1)
Here D denotes the set of documents, Wd is the list
of words that make up the document d, w′ is a word
randomly sampled from the full vocabulary V , also
known as a negative sample (Goldberg and Levy,
2014). Finally, vd and vw are the learnt embed-
dings of d and w. Intuitively, for each document,
an embedding is learnt that has high similarity to
the embeddings of those words that occur in this
document and low similarity to the embeddings of
some random words.

Later Li et al. (2015) switched from single words
to n-grams and observed significant improvements.
Building on that, Thongtan and Phienthrakul (2019)
studied different objective functions. They have
found that the cosine similarity outperforms the
dot product, which led to a modified model called
the Document Vectors using Cosine Similarity (we
will call it DV-ngrams-cosine for short). The new
objective is:

∑

d∈D

∑

u∈Ud

[− log σ(αcos(vd, vu))

−
∑

u′∼V

log σ(−αcos(vd, vu′))],
(2)

where Ud denotes the set of all n-grams in d, vu is
the embedding of the n-gram u from d, vu′ is the
embedding of a randomly sampled n-gram, and α
is a hyperparameter.

In the same paper, the authors proposed an en-
semble consisting of the document embeddings
from DV-ngrams-cosine and the Bag-of-N-grams
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vectors scaled by Naive Bayesian weights (NB-
weighted BON for short). They concatenated these
two representations and trained the logistic regres-
sion classifier on top. The ensemble was reported
to have very high test accuracy (97.42%) on the
IMDB movie reviews dataset (Maas et al. (2011)).
To the best of our knowledge, this accuracy remains
the SOTA result on IMDB. Even large Transformer-
based models pre-trained on a huge amount of texts,
both in-domain and out-of-domain, have shown
lower accuracy on this dataset (Yang et al., 2019;
Suchin et al., 2020; Arefyev et al., 2021).

This extraordinary performance of such a simple
model motivated us to thoroughly study the model
and its implementation trying to understand the
reasons behind its success. Unfortunately, during
this study, we found a bug in the implementation
of the evaluation procedure of the ensemble, which
had made the estimation of the accuracy incorrect.

In our paper, we re-evaluate the ensemble as
well as its individual components. We show that
the originally reported test accuracy of the ensem-
ble (97.42%) is incorrect and shall be corrected
to 93.68%, which is only 0.55% higher than the
accuracy on pure DV-ngrams-cosine embeddings.

Additionally, we analyze how the amount of
training data affects the performance of the ensem-
ble, as well as its individual components, and also
the Transformer-based RoBERTa model (Liu et al.,
2020), which has recently shown SOTA or near-
SOTA results over a variety of tasks and datasets.
Surprisingly, we have observed that DV-ngrams-
cosine outperforms RoBERTa when the number of
labelled training examples is small (10 or 20). We
also ensemble RoBERTa with DV-ngrams-cosine,
but only have achieved a marginal improvement.
Finally, we propose a modification for the training
process of DV-ngrams-cosine that results in faster
training and better accuracy. The code reproducing
our experiments is publicly available 1.

2 Re-evaluation of the ensemble

In the aforementioned ensemble proposed by
Thongtan and Phienthrakul (2019), the NB-
weighted BON and the DV-ngrams-cosine are con-
catenated and fed into the logistic regression clas-
sifier. However, we have found that in the original
implementation the two vectors concatenated to
obtain a single training or test example usually cor-
respond to two different documents of the same

1https://github.com/Bgzh/dv_cosine_revisited

class (see details in Appendix A). Specifically, the
DV-ngrams-cosine vectors and the BON vectors are
built from two different files having different orders
of examples. As a result, after the concatenation,
each input to the logistic regression corresponds to
a combination of two examples. Due to the special
structure of the files, those examples are guaranteed
to belong to the same class and the same subset.
For instance, a positive example from the test set is
concatenated with another positive example from
the test set.

In Appendix B.3 we provide an analysis that
shows the reasons of high performance of this con-
catenation of two representations. From this analy-
sis it follows that most examples from IMDB are
correctly classified with high confidence (a large
logit) using any of two representations, i.e. they
are easy examples. Less than 10% of examples are
classified incorrectly by each representation (hard
examples), but they often obtain low confidence
(a logit near zero). Hard examples are more often
combined with easy examples just because of their
dominance. In these cases, the logit from the easy
example often outweigh the logit from the hard one
resulting in the correct final prediction.

Thus, in both the training and the test sets, hard
examples are often combined with simpler exam-
ples, making the classification task easier. In this
process, the knowledge of the true labels is implic-
itly exploited to combine the examples this way, in
both training and testing. This leads to an incorrect
estimation of the classification accuracy for future
examples.

After fixing this issue, we have observed that
the combination of different representations
of the same document leads to the test accu-
racy of 93.68% instead of 97.42% originally
reported. Compared to the pure DV-ngrams-cosine
embeddings, the ensemble improves the test
accuracy by 0.55%, not 4.29% reported previously.
This improvement also better agrees with the
improvements of less than 1% observed by Li et al.
(2015) for similar ensembles with the predecessor
model DV-ngram. As a sanity check, Appendix B
additionally reports the accuracy for different
schemes of combining the two representations,
showing that higher accuracy can be achieved only
by those schemes that exploit the knowledge of the
test labels.
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3 Further analysis of performance

In his section we further analyze the performance
of the ensemble described above, comparing it to its
individual components as well as to the recently in-
troduced Transformer-based RoBERTa model (Liu
et al., 2020). We study the performance of these
models depending on the number of labelled exam-
ples in the training set.

Figure 1: The performance of different models on train-
ing sets of different sizes. The mean values and standard
deviations were calculated over 10 random subsets for
RoBERTa and 30 random subsets for other models for
each training set size. BON in the legend implies NB-
weighted BON.

For a more fair comparison, the most important
hyperparameters of each model were tuned on the
validation set, employing the train/validation/test
split of the IMDB dataset provided by (Suchin et al.,
2020). Subsets of different sizes from 10 to 20000
examples were randomly sampled from the training
set. The logistic regression classifier was trained
on these subsets using the DV-ngram-cosine em-
beddings, the NB-weighted BON vectors, or their
concatenation as its input representation.

We tuned the L2-regularization strength C of the
classifier individually for each subset of the training
set. Additionally, we multiplied the DV-ngram-
cosine embeddings before concatenating them to
the BON vectors in order to balance the magnitudes
of the two representations, which may help the
classifier to benefit from both representations. The
scaling factor was also selected on the validation
set.

The pre-trained RoBERTa base model2 was fine-
tuned on a part (10 out of 30) of the same sub-
sets of the training set, using the validation set for

2https://pytorch.org/hub/huggingface_
pytorch-transformers/

early stopping. We used a batch size of 32, with a
maximum learning rate of 1e-5, recommended by
fairseq3.

As shown in Fig. 1, the fine-tuned RoBERTa
model usually achieves higher test accuracy. But
when the number of labelled training examples is
very small (10 or 20), the logistic regression on the
DV-ngrams-cosine embeddings shows higher mean
test accuracy and lower standard deviation. This
result corroborated the notion that small models
can be a better choice when the data are scarce.

On the other hand, logistic regression on the
BON vectors performs significantly worse than all
other models across all training set sizes. Finally,
we don’t observe any significant improvements
from the ensembling when the training set size
is less than 20k, as the difference is within one
standard deviation.

It is important to notice that the DV-ngrams-
cosine embeddings were pre-trained on the in-
domain examples from the whole IMDB dataset,
while RoBERTa was pre-trained on a huge but
general-domain corpus. It is likely that the do-
main adaptation techniques (Suchin et al., 2020)
will help RoBERTa when the number of labelled
examples is small. However, for our study, we de-
cided to compare the most standard approaches to
training the corresponding models.

4 NB Sub-Sampling

In this section, we improve the training procedure
of DV-ngrams-cosine by applying a sub-sampling
procedure based on the Naive Bayesian weights
of ngrams (NB Sub-Sampling) in order to make
the model focus more on sentiment-related ngrams
while building the document embeddings.

Inspired by the previous works (Wang and Man-
ning (2012), Arefyev et al. (2021)), we trained
a multinomial Naive Bayesian Classifier and ex-
ploited its weights to calculate the importance of
each ngram fi for the final classification task:

hi = | log p(fi|y = 1)− log p(fi|y = 0)| (3)

In each epoch we put an ngram into training with
the probability

p(fi) = min(exp(hi/na)/nb, 1), (4)

3https://github.com/pytorch/fairseq/
blob/main/examples/roberta/README.
custom_classification.md
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Model Test Accuracy %
Models trained on the original training set of IMDB (25K)
NB-weighted BON 91.29
DV-ngrams-cosine 93.13
DV-ngrams-cosine + NB-weighted BON (Thongtan and Phienthrakul, 2019) #97.42
DV-ngrams-cosine + NB-weighted BON (re-evaluated) 93.68
Models trained using the train/dev split from (Suchin et al., 2020) (20K/5K)
DV-ngrams-cosine with NB sub-sampling 93.36
RoBERTa 95.79
DV-ngrams-cosine + RoBERTa 95.92
DV-ngrams-cosine with NB sub-sampling + RoBERTa 95.94

Table 1: Test results on the IMDB dataset. # indicates incorrect previously reported results.

Figure 2: Training process with and without NB sub-
sampling. The test accuracy of the logistic regression
built on top of the document vectors is plotted. The
mean values and standard deviations were calculated
over 3 runs for each type.

where na and nb are the hyperparameters. The
choices are purely empirical. We tried different
combinations of na and nb and found 2 and 3 (re-
spectively) to be the best in them.

The comparison of the training process with and
without NB sub-sampling is shown in Fig. 2 (refer
to Appendix C for details of the experiments and
the accuracy on the validation set).

The runs with NB sub-sampling progress faster
and show a distinct advantage after 2500 steps. Af-
ter 30k steps, the runs with NB sub-sampling stag-
nated and kept fluctuating in a small region; the
vanilla runs stagnated after 50k steps, in a lower
area. It is also worth noticing that although the la-
bels of the training set are used during pre-training
for sub-sampling, we did not observe any signifi-
cant overfitting due to that. Neither the validation
score nor the test score showed a tendency to decay
long after reaching the plateau, indicating that this

sub-sampling scheme can be used as an add-on to
the original model, boosting its performance while
not creating additional overfitting trouble.

5 Ensemble DV-ngrams-cosine and
RoBERTa

The ensemble proposed in (Thongtan and Phien-
thrakul (2019)) and described in Section 2 com-
bines two different representations of documents,
which are the DV-ngrams-cosine embeddings and
the NB-weighted BON vectors. However, we have
observed in Section 3 that the BON vectors are
quite weak on their own, while RoBERTa outper-
forms all other models unless the number of ex-
amples is very small. Thus, it is interesting if DV-
ngram-cosine can help RoBERTa. In this section,
we combine the DV-ngrams-cosine (with or with-
out NB sub-sampling) with the output of the last
hidden layer of RoBERTa, and test on the IMDB
dataset. Again, the train/validation/test splits by
Suchin et al. (2020) were used. A scaling factor on
the DV-ngrams-cosine and the hyperparameter C
in the logistic regression were tuned on the valida-
tion set.
The results are shown in Table 1. Although
RoBERTa is a much stronger model than DV-
ngram-cosine, combining them has shown a small
improvement of 0.13-0.15%.

6 Conclusion

The ensemble featuring the DV-ngrams-cosine re-
ported by Thongtan and Phienthrakul (2019) was
re-evaluated. The test accuracy of this ensemble on
the IMDB dataset was corrected from 97.42% to
93.68%. The DV-ngrams-cosine embeddings with
the logistic regression on top were compared with
RoBERTa using different amounts of training data.
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In this comparison, the DV-ngrams-cosine has sur-
prisingly outperformed RoBERTa for a small num-
ber of training examples (10 or 20 documents). A
sub-sampling scheme based on the Naive Bayesian
weights was introduced to the training process of
the DV-ngrams-cosine, resulting in faster training
and better quality.
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