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Preface: Corpus Linguistics and Discourse Annotations

Siaw-Fong Chung®, Rafal Rzepka* and Shih-ping Wang*

Discourse analysis examines patterns of language across texts and considers the relationship
between language and the social and cultural contexts in which is it used. Discourse analysis
also considers the ways that the use of a language presents different views of the world and
different understandings. It examines how the use of language is influenced by relationships
between participants as well as the effect the use of language has upon social identities and
relations. It also considers how views of the world, and identities, are constructed through the
use of discourse (Paltridge, 2012: 2; cf. McCarthy, Matthiessen, & Slade, 2010).

With the advancement of computational linguistic technology, data-driven approaches,
deep learning, and large language models now allow the processing of language with limited
(or without) human annotated data. The strong connection between “computation” and
“linguistics,” originally established for the term “computational linguistics,” has been replaced
by machine-learning-based data science to predict linguistic phenomena. Huang and Xue (2019:
492) said the following on humanity, technology, digital language resources, and NLP tools:

The value of language resources [...] lies not in the data itself but in its accessibility and
inter-operability, in the quality of annotation and the quality of knowledge discovery tools. In
our highly connected future, data is not just king. In fact, data is life. Language resources as the
most human-oriented form of data will continue to anchor the link between humanity and

technology.

Yet the layers of hidden semantic dimensions beneath human annotation, which are not
easy to mirror with automatic classifiers, still play an important role—humans’ judgement of
world views, humans’ understanding of conversational flow and purpose, relationships between
people, and the “effect the use of language has upon social identities and relations” (cf. Paltridge,
2012: 2)—and have a place in computational linguistics. This view is becoming weaker but still
needs to be raised so that human decision-making in the categorization of data can be valued,

and re-evaluated, to re-establish cooperation between computation and linguistics.

This idea brought about the birth of this special issue titled “Corpus Linguistics and

Discourse Annotations,” which includes six papers from different perspectives on different

* National Chengchi University, Taiwan
E-mail: sfchung@nccu.edu.tw
* Hokkaido University, Japan
# National Taiwan University of Science and Technology, Taiwan



i Siaw-Fong Chung et al.

aspects of discourses—from acoustic features, conversational discourse, parliamentary
discussions, political discourse, and petition texts to health news. Most importantly, all of the
authors of these papers are willing to share part of their annotated data for the purpose of
improving research on computational linguistics and to rebuild the strong relationship between

linguistics and computational research.

The first paper is on the acoustic correlates of prosodic highlights in continuous speech by
Helen Kai-yun Chen and Chiu-yu Tseng. This paper works along the newly found view that
perceived prosodic highlights in continuous speech can function alternatively as the projector
of key/focal information allocation, in contrast to the long-held claim that key information is
predominantly marked by prominence. The study analyzed four diverse Mandarin speech genres
(two spontaneous speech and two read-aloud speech samples) in terms of the information-

content unit projector, followed by its respective projection.

The second paper is on topic development and boundary cues in Hakka conversational
discourse by Shu-Chuan Tseng and Hsiao-chien Liu. The study investigated topic-specific
Hakka conversations and suggested a top-down two-level discourse segmentation approach that

took into consideration topic maintenance, including topic and subtopic transition boundaries.

The third paper is on move analysis of communicative acts in petition texts on the Public
Policy Participation Network Platform by Wei-Ting Yang, Chen-Yu Chester Hsieh, and Siaw-
Fong Chung. In this paper, the method of move analysis was applied to the Public Policy
Network Participation Platform (Join Platform), which allows citizens to start and support a

petition online and voice their opinions regarding public issues.

The fourth paper is on an n-gram approach to identifying the Chinese linguistic signals of
the Problem-Solution pattern in annotated online health news by Chen-Yu Chester Hsieh and
Yu-Yun Chang. This article reports an exploratory project that combined the annotation of the
Problem-Solution textual pattern in online health news and the quantitative and qualitative

methods of corpus linguistics to investigate the linguistic features of particular rhetorical moves.

The fifth paper is on speech patterns of interruptions in Chinese, which reports the corpus-
based study on parliamentary discussions on Taiwan by Christian Schmidt and Chia-Rung Lu.
Verbal interruptions during parliamentary interpellations based on publicly accessible
transcriptions provided by the Legislative Yuan in Taiwan was observed, including turn-taking,

cues, and speech markers.

The sixth paper is on a case study that constructed a deep learning model using language
in social media by Ren-feng Duann, Shu-i Chiu, and Hui-wen Liu. This research used Facebook
posts related to the term “retrospective adjustment” in Taiwan as the corpus during the COVID-
19 pandemic period. The authors compared manual coding and prediction using a computational

model to explain the differences from the perspective of linguistic features.
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When “computation” works together with “linguistics,” we get “computational linguistic”

studies that are of higher sensitivity to linguistic knowledge.
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The Uniqueness in Speech:
Prosodic Highlights-prompted Information Content

Projection in Continuous Speech Speech
Helen Kai-yun Chen* and Chiu-yu Tseng*

Abstract

Recently, it has been identified that perceived prosodic highlights in continuous
speech can function alternatively as the projector of key/focal information allocation.
This view provides a novel interpretation to the long-held claim that prominence is
used predominantly to mark key information and alludes to the significance of
information content planning prompted by perceived prominence. Exploring further
information content planning and allocation prompted by prosodic highlights, this
study focused on the information content planning unit—*“projector” (PJR) and its
respective “projection” (PJN) (henceforth PJR-PJN units)}—across four diverse
Mandarin speech genres. Using the corpus linguistic approach and quantitative
analyses, the current study conducted acoustic correlates analyses of FO realization
and pause duration, also the calculation of emphasis-attributed weighting scores
based on emphasis levels consistently annotated in the speech data. While the main
goal of the study was to profile consistent acoustic realizations across the PJR-PJN
units, further confirmation of the patterned deployment of information content in
continuous speech was verified. Ultimately, the current results foregrounded the

underlying mechanism for information prosody and features unique to speech.

Keywords: Continuous Speech and Discourse, Spoken Corpora and Annotations,
Information Content Planning and Allocation, Prosodic Highlights-prompted
Projection, Emphasis-attributed Weighting Scores, Information-attributed
Weighting Scores.
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1. Introduction

The current study focused on information content planning and allocation, which is initiated by
and associated with perceived prosodic highlights in continuous speech. In speech and discourse,
one of the keys to communication is in how interlocutors plan “ahead of time” the allocation of
focal information in speech production and perception: for speakers, this mostly concerns how
they distinctively and effectively allocate key/focal information to facilitate comprehension. On
the other hand, listeners are oriented to salient cues in prosodic manifestations, including the
ups and downs of the melody, the pace of the speech output, and other perceptually distinctive
cues to help pinpoint the most crucial information in the speech flow. It is our belief that to plan
and identify information content in the speech context, perceivable prosodic saliency,
particularly prosodic highlights, plays a crucial role. For this reason, we chose to concentrate
on prominence! in speech and how it is incorporated to project information content allocation
in this study.

In order to examine perceived prosodic highlights and their roles in information content
projection functions within the speech context, we adopted an unconventional approach to
discourse prosody. Specifically, instead of incorporating traditional methods to treat prosodic
manifestations with certain predefined phonetic or syntactic units and examine only their face
value, we took a holistic, top-down approach and paid attention to the role of upper-level
discourse associations. To account for prosodic variations in continuous speech, we adopted the
recently proposed hierarchical prosodic phrase grouping (HPG) framework as described in
Tseng et al. (2005) and Tseng (2010). The main justification for resorting to such a framework
was that it could better accommodate and account for the unique features in speech data: as a
continuous flow of perceivable signals, the composition of discourse prosody can go beyond
the mere concatenations of lower-level linguistic units. By incorporating the HPG framework,
our goal was to capture features belonging to speech inclusive of prosody for information
content planning at the upper level of discourse realization, as opposed to linguistic prosody
that is constrained by lower-level units that are grammar based.

This article will report the follow-up acoustic analyses from a recent study that focused on
perceived prosodic highlights-projected information content allocation in the speech context (cf.
Chen & Tseng, 2021). Through examining diverse speech data that was annotated for the same
discourse-level prosody in hierarchical relationships (i.e. using the HPG framework) and tagged
for consistently perceived levels of prominence, it was demonstrated that perceived prosodic
highlights involve the indexing function for key/focal information allocation, and thus project

! In this study we use “prosodic highlights” and “prominence” interchangeably in referring to the same
concept of distinctively perceived segments in continuous speech signals. Note that, in this case,
prosodic highlights and prominence used here are not the same as word-level stress and prominence.
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information content planning at higher discourse-level prosody (Chen & Tseng, 2021). Based
on the same set of speech data and annotation systems, this extended study will report further
results of the acoustic analyses of prominence-prompted information content projection units
(cf. Chen & Tseng, 2021). Ultimately, the goal was to foreground prominence-correlated
information content planning through discourse-level prosody realizations and demonstrate how
patterns and features were eventually be derived from “speaking” (i.e., the “parole” in de
Saussure, 1966). In the end, we were able to derive prosody specifically for information content
planning from speech and discourse, which went beyond seemingly random linguistic prosody

in its surface values and realizations.

1.1 Discourse Prosody and Information Content Planning

Prosody, a unique feature of speech, has posed a major challenge in relevant studies
concentrating on discourse perception and production. Given that discourse production can go
beyond more than just a sequence of sentences (cf. Swerts & Geluykens, 1994) and that
continuous speech happens in a highly spontaneous context and is unplanned, how to capture
speech prosody in its highly variant realizations is crucial. In most cases, the prosodic
realizations of speech are considered and processed by sound units that are segmented by their
meta forms or, at most, from units that are syntactically predefined. This follows earlier studies
and the long tradition of examining continuous speech signals through syntactic prosody (cf.

Lehiste, 1970; see also Cutler ef al., 1997 for a review on prosody of spoken languages).

With regard to the allocation of (focal) information by the prosodic realizations in
discourse, oftentimes the discussions in relevant literature have focused on focal/new
information is directly marked by prominence, for example, pitch accent (such as that
conventionally annotated as H*; Silverman et al., 1992; see also Halliday, 1967; Pierrehumbert
& Hirschberg, 1990; Watson ef al., 2008). However, to associate a high pitch accent with focal
information, the pitch accents are aligned with word-level stresses in most cases. In other words,
the corresponding unit for prominence realizations are held at the lexical level. On the other
hand, Swerts and Geluykens (1994) examined the role of prosody in the structuring of
information (i.e., the topic flow and topic changes) and investigated prosodic variables
including intonation and pause. In their experiment, the relative pitch height and pause length
were associated with information flow markers (Swerts & Geluykens, 1994). Although the
speech used in their study was spontaneous, the elicitation of the speech data was controlled for
the design and purpose of the experiment.

The recently proposed HPG framework for discourse prosody i n continuous speech by
Tseng et al. (2005) was suggested as an alternative approach (see the additional explanations in
Tseng & Su, 2008; Tseng, 2010, 2013). The main strength of the HPG framework is that it is

not text-bounded, nor is the relationship between discourse-prosodic units (DPUs)
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predetermined grammatically. Instead, the target is how continuous speech signals can be
processed from a global viewpoint. According to Tseng (2013), the merit of adopting the HPG
framework is to purposely distance it from the possible connotations associated with lower
levels of linguistic information, while foregrounding the contribution to higher discourse-level
prosody, which also includes discourse-paragraph associations and information content
planning. The HPG framework has been adopted in several recent studies focusing on the
prosodic features of higher discourse levels in various continuous speech genres (cf. Tseng &
Su, 2012, Chen et al., 2016).

1.2 Prosodic Highlight Prompted Information Content Projection

In an exploration of perceived prosodic highlights as an index of information content planning
and projection, Chen et al. (2016) and Chen and Tseng (2021) reported the analyses of perceived
prominence that was consistently annotated across continuous speech. Based on the data from
four diverse speech genres that were preprocessed and annotated using HPG, the studies
established two information-content indices prompted by prosodic highlights. It was
demonstrated that far more tokens of prosodic words with perceivable prominence tags were
incorporated into speech to forecast, ahead of time, speech planning and to “project” the
allocation of focal information. For instance, in the following examples, the emphasis marked
zuizao de yipian ‘the earliest entry of” projects the following noun phrase (NP) wenzhang ‘the
article’ in (1), whereas in (2), the perceived prominence-indexed tixing nin ‘to remind you’
projects the following clause, which contains key information such as ziwaixian ‘UV rate’ and

guoliangji ‘extreme level’?:

(1

L it 2/ e —R/ S E.
Na  yeshi /zuizao de  yipian/ wenzhang.
that also.COP earliest DE a.CL article

‘That is also the earliest entry of the article.” (Chen & Tseng, 2021: 197)

2 The concept of prosodic highlights-prompted information projection is shown in the following example
from Goodwin (1996: 372), in that the enhanced intonation from a specific part of the discourse is
interpreted as projecting focal information:

(i) Nancy: Jeff made en asparagus pie
It was s: : so: goo:d.
Tasha: I love it.
According to Goodwin (1996), the prominently pronounced adverb “so” can be interpreted as a projector
of the next bit of interaction, as it serves as a kind of prompt for the following adjective “good.” In this

example the adjective “good” serves as the main predicate, providing focal and possibly new information.
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2
S: RrRIAREELY B RTH R RIMREN S EELR.
tebie /tixing nin/ mugian /baitian/  ziwaixian
especially remind 2SG atthe.moment daytime UV rate
doushi /guoliangji/. (WB)
all.COP extreme level

‘Please be reminded especially that at the moment the UV rate during the daytime has

reached the extreme level.’

As suggested in Chen and Tseng (2021), in addition to directly marking new/focal
information, it has been found that prosodic highlights in continuous speech can be incorporated
to index “specific parts of discourse” (e.g., Falk, 2014:8), and thus function to orient listeners’
attention to focal information allocation in speech production. The advantage of incorporating
such information projection prompted by prominence, according to Chen and Tseng (2021), is
to help eliminate potential prediction errors in speech perception (i.e., Clark, 2013; Auer, 2015;

Dilley, 2016) and hence facilitate successful communication.

With the assumption that the allocation of prosodic highlights directly reflects the
deployment of information content in speech, Chen and Tseng (2021) conducted relevant
analyses concentrating on the information content planning unit—"“projector” (PJR) and its
respective  “projection” (PJN) (henceforth PJR-PJN units)}—prompted by perceived
prominence. It was demonstrated that while planning for prosodic highlights-prompted
projection, speakers in general were oriented toward a “heavy-to-light” information-attributed
weighting scores distributed across the PJR-PJN units (Chen & Tseng, 2021). The results
showed that the prosodic highlights-correlated information content planning was realized in a
fixed pattern. The main contribution of the study was clarifying that prosody-attributed
information content planning in continuous speech takes place at a specific discourse-prosodic
level based on the HPG framework (Chen & Tseng, 2021).

1.3 The Current Study: A Preview

The current study was a sequel to the findings on prosodic highlights-initiated PJR-PJN units
reported in Chen and Tseng (2021). Following from the assumption of the direct correlation
between perceived prosodic highlight distribution and information content allocation, this
article will report further analyses based on the PJR-PJN units consistently annotated in data
from continuous speech. With the same set of speech data annotated by the corresponding
discourse-prosodic levels based on the HPG framework, and according to the same perceived

prominence-level annotations, this extended study extracted acoustic measurements from the
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PJR-PIN units. In addition, the results provided further validation of the calculation of
information-attributed weighting scores across the PJR-PIN unit (cf. Chen & Tseng 2021).
Based on the results, the findings suggested that there was an extended substantiation of
prosody-attributed information content planning, especially at the higher level of DPUs in

continuous speech.

In the present analyses, we chose to concentrate particularly on acoustic correlates across
the PJR-PJN units, including a) FO realization® and b) pause duration, among the possible
acoustic correlates. * As for the validation of the emphasis-attributed weighting scores
distribution across the PJR-PIN units, further statistical analyses were carried out. The main
difference between Chen and Tseng’s (2021) previous study and the results reported in this
paper is mainly in that we included the PJR-PJN units in the projection trajectories of various
sizes. Although the sizes of information content planning and projection differed from case to
case, our analyses still demonstrated identifiable patterns of acoustic realizations and
distributions of information-attributed weighting score. As will be shown, the results pinpointed
information content planning in correlation with advance prosody prompting, not only in a
patterned FO contour but also in longer pause and heavier information loading that were required
at the initiation of the PJR-PJN units. We believe that the results are significant in demonstrating
the role of advance prosodic prompting in information projection. The current results will shed
light on information content planning in online speech production, and the establishment of

information prosody that is unique in speech.

2. Speech Data and Annotations

2.1 Speech Data

Continuous speech data in Taiwanese Mandarin from four diverse genres were incorporated for
the purpose of the present analyses. Of the four speech genres, two were spontaneous speech
and the other two were read speech . One of the two spontaneous speech genre was a university

classroom lecture (henceforth SpnL), taught and delivered by a male professor (i.e., Tseng et

3 Some of the preliminary observations regarding FO realization throughout the PJR-PJN units have been
reported earlier in Chen et al. (2016).

4 Although we chose to focus on the acoustic cues of intonation (F0) and pause, this does not mean that
other prosodic cues are irrelevant. The justification for concentrating on only these two acoustic
correlates was mainly that each PJR-PJN unit identified was an independent case and had different
length (ranging from one prosodic phrase to three prosodic phrases; see the results in Section 4.1.).
Since each PJR-PJN was an independent unit, other cues (such as final lengthening at the end of PJR-
PJN units) were not the focus of the current analysis. Moreover, with regard to amplitude, given that
the sizes of the PJR-PJN units differed case by case, we assumed that it would be difficult to generate
consistent amplitude results from the tokens identified.
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al., 2008), whereas the other speech genre was a spontaneous informal interaction (SpnC) taken
from a corpus of face-to-face interaction in Taiwanese Mandarin (Chen ef al., 2012). The read
speech, on the other hand, included data from the tasks of prose reading (CNA) and weather
broadcast simulations (WB), both of which were culled from the Sinica COSPRO corpus (Tseng
et al., 2003; Tseng et al., 2005). Note that we incorporated speech data from different genres
for the purpose of comparing features that belong to read speech and spontaneous
speech/discourse. Table 1 summarizes the total duration of the data from each speech genre,
with additional information on the equivalent number of syllables:

Table 1. Summary of total time and number of syllables
in the data from four speech genres

Corpora/ Total Time Total Number
Genres (min.) of Syllables
SpnL 145 33,306
SpnC 54 10,756
CNA 50 22,988
WB 28 14,083

Although the total duration of each genre differed and was not balanced across speech genres,
we ensured that there were ample acoustic features present in the target annotated tokens,
especially for the purpose of the current acoustic analyses.>

2.2 Data Preprocessing and Annotations

First, the selected speech data underwent automatic preprocessing of force alignments using the
HTK Toolkit. The output was followed-up by manual spot-checking and then adjusted by the
trained transcribers. The next step of data preprocessing involved the annotations of prosody-
related information in independent layers. These tasks were carried out by experienced
annotators® who tagged the data for the following information: (i) level of DPUs; (ii) level of
perception-based prosodic highlights; and (iii) information content planning PJR-PJN units (cf.
Chen & Tseng, 2021).

5 As the current speech data were taken from six different speakers (three male and three female speakers)
in total, in the following acoustic analyses we normalized the measurements in order to avoid the
problem of speaker idiosyncrasy.

% The “experienced taggers” (and trained transcribers) in this study were annotators who had undergone

preliminary training for at least three to six months. After the training, these annotators continued

working with the same data for at least one year. When working on each annotation task, they had to
reach a minimum level of consistency rate from the initial training of a certain task before continuing

on (see also the sections on annotations to follow).
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2.2.1 Annotation Scheme for Discourse-Prosodic Units (DPU)

We first annotated all the speech data for prosody-based breaks and boundaries following the
framework of the HPG framework, according to which, five DPU levels with hierarchical
relationship were distinguished, and these were marked B1 through BS5, corresponding
respectively to syllable (SYL), prosodic word (PW), prosodic phrase (PPh), breath group (BG)
and multiple phrase speech paragraph (PG). Beyond the lexicon-based and grammar-correlated
PW and PPh levels in the HPG framework, there were two more higher-level units and one was
at the BG level, which was defined as a physio-linguistic unit constrained by a change of breath
while speaking continuously (cf. Lieberman, 1967; Tseng, 2010). As for the highest-level PG,
it was mostly discourse based and was predominantly defined by major topic changes. By
default, the boundary breaks, prosodic units, and their relationships within the hierarchy were
accounted for as follows: SYL/B1 < PW/B2 < PPh/B3 < BG/B4 < PG/BS5 (cf. Tseng, 2010).

In the current study, the annotation of the DPUs was carried out by marking boundary
breaks in hierarchical relationships, instead of predetermined by any type of lexical or syntactic
relationship. To ensure that the annotations reached a certain level of consistency, the
participating annotators’ had to reach at least an 80% consistency rate during the initial training
to continue the task. During and after the annotation process, both intra- and inter-annotator
consistency were constantly checked to ensure the agreement was reached and accuracy

maintained at a level of least 95% agreement among the annotators.

2.2.2 Annotation Scheme for Perceived Prosodic Highlights

In a separate layer, all the speech data were additionally annotated for perception-based
emphasis and non-emphasis tokens (ETs/non-ETs). Following the definition described in Tseng
et al. (2011) and Tseng (2013), this annotation scheme for perceived prominence was marked
by strength levels, from reduction to the most emphasized, and divided into four relative degrees,

defined respectively as follows:

e EO -- reduced pitch, lower volume, and/or contracted segments

e El -- normal pitch, normal volume and clearly produced segments

e E2 --raised pitch, louder volume and irrespective of the speaker’s tone of voice

e E3 -- higher raised pitch, louder volume, and with a change in the speaker’s tone of voice

The rationale behind adopting this scheme for annotating prominences was based on the belief
that only a limited number of contrastive degrees can be consistently perceived while processing

7 At least ten annotators participated in the task of annotating the DPUs in the current speech data.
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continuous speech.® In the annotation of perception-based prominence, the trained annotators
simply tagged the speech data in a string that consisted of ETs (i.e., E2 and E3) and non-ETs
(i.e., EO and E1).° Among the four speech genres, only spontaneous speech (i.e., SpnL and
SpnC) was tagged for the additional level of reduction (E0), as we assumed that speakers rarely

carried out reduction in reading tasks.

For the annotations of perceived prominence, at least eight annotators!® were involved in
the task. In order to carry out the reliability check, we first assigned one to two “reliable”
annotators who were more sensitive to prominence-level distinctions. Their tagging results were
considered the “gold standard.” As for the rest of the annotators, they had to reach at least an
80% agreement level compared with the reliable annotators’ tagging results, to continue with
the task. For the final annotation, the accuracy level had to reach at least 95% of agreement

among the annotators.

2.2.3 Identification of Information Content Planning Units

The information content planning PJR-PJN units were annotated via a separate task in yet
another independent layer. First, we started with the identification of the prosodic highlights-
prompted PJR. The identification of the PJR index was based on the ETs (i.e., E2 and E3) that
had already been annotated in the current data. Each E2 and E3 were broken up by a PW unit.
Following the principles of categorizing prominence-prompted information content planning
proposed by Chen and Tseng (2021), the PJR units were instances in which the speakers
incorporated emphasis in a particular PW unit to head-up the deployment of key information in
speech planning. In the following examples, the speech strings in between the slashes are the
PW units with an E2 prominence level tagged under the current annotation scheme. In (3), the

PW unit bingbu zhidao ‘not (really) know’ is categorized as a PJR unit. Moreover, in (4), which

8 Since the annotation of prominence levels was mainly perception based, the annotators were not given
specific instructions to correspond a prominence level to any absolute acoustic value (i.e., they were
never given the instruction that an E2 tag would equal a fixed range of FO measurements in number).
We wanted the annotation of prominence to closely and faithfully reflect the perception of the speech
signals. Moreover, given that the level of contrast degree was limited, in general the annotators working
with this annotation scheme did not have much difficulty in deciding, for example, a two-way
distinction between E1 and E2.

% Since in Mandarin the language does not actually carry pitch accent at the word level, our annotation
scheme was distinguished from the model of prosody-related prominence proposed by Kohler (1997)
and the framework discussed in Baumann et al. (2016), in that the current tagging scheme for
prominence level was not lexically based nor syntactically predefined.

10 Some of the annotators who worked on the DPU annotation also worked on the task for prominence-
level annotation. However, those annotators did not work on the two tasks simultaneously. In other
words, they trained for the two tasks and worked on each separately.
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is repeated from (2), the PW unit tixing nin ‘to remind you’ is identified as a PJR unit.

3)
L oh0E, PSR AR A KB R — (5.
Zhongwen shi zhongwen de  wenzi shi  yidui zi.
Chinese COP Chinese DE text COP a.CL character
Name ni  /bingbu zhidao/ nali shi yige ci. (SpnL)
then 2S5G not know  where COP a.CL lexical.word
‘(As for) Chinese, the texts in Chinese are presented as a bunch of characters. Thus,
you don’t really know which part equals a word.’
“4)
S: FrRlIAZEELY HRTH R RIMRENE EEN.
tebie /tixing nin/ mugian /baitian/  ziwaixian
especially remind 2SG atthe.moment daytime UV rate

doushi /guoliangji/. (WB)
all.COP extreme level
‘Please be reminded especially that at the moment the UV rate during the daytime

has reached the extreme level.’

Following the identification of PJR units, we turned to the delineation of the respective
PJN units, which were identified as anticipated syntactic/semantic/prosodic completion whose
trajectory covered at least a piece of focal information (cf. Chen & Tseng, 2021). As suggested
by the discussion of prosodic-highlights prompted projection in Chen and Tseng (2021), the
projection trajectory of each PJR unit was realized by a different size, from the local to the
global. The current study adopted the similar term “projector-projection” (PJR-PJN) coined in
Chen and Tseng (2021: 197) to refer to the prosodic highlights-indexed PJR unit, which was
followed immediately by the respective PJN unit. Two additional examples below illustrate the
PJR-PJN units by the proposed definition:

Q)

L: RPN —R o E.
Na  yeshi /zuizao de yipian/ wenzhang. (SpnL)
that also.COP earliest DE a.CL article

‘That is also the earliest entry of the article.” (Chen & Tseng, 2021: 197)
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(6)

L: Ry E- E PR A IR EE 2R R PR /AR A2 IR flexible HY.
/Weisheme zhi-/ zhijie bidui /zi ye you/ kunnan?
why di- direct match word also have difficulty
Yinwei women de /ci de/ jiegou shi
because 1PL DE lexical word DE structure COP
feichang  flexible  de. (SpnL)
quite flexible = DE

‘Why is there difficulty in matching words directly? (It is) because the composition
of the word structure is quite flexible.” (Chen & Tseng, 2021: 197)

In (5), which is repeated from (1), the prosodic highlights-prompted PW unit zuizaode yipian
‘the earliest entry’ as a PJR unit has a respective projection trajectory ending with the NP
wenzhang ‘article’, as explained earlier. Turning to (6), the prosodic highlights-indexed PW
unit weishenme ‘why’ is also categorized also as a PJR unit, and the prosodic highlights-
prompted PJR unit entails a projection, with its trajectory extending to the end of the following
clause which is initiated by the connective yinwei ‘because’. According to the definition by
Chen and Tseng (2021), the PJN unit’s trajectory in (6) covers at least one piece of focal
information (including examples such as zi ‘character’ and ci ‘lexicon’ and the foreign word
‘flexible”). Hence both (5) and (6) demonstrate that the PJR-PJN units are of different sizes,
from the immediate local projection (as shown in [5]) to the more global one (as shown in [6]).
Figure 1 presents an illustration of the annotation for (6) taken from Chen and Tseng (2021),

inclusive of the DPU levels and prosodic highlight annotations:

* ‘ ld i | . '.'

\A"’“J\-ﬂ\‘\ \/\/\ /\J\ N
 FAE - - UL
B2 B. B2 B2 B2 B2

L

[T T
[EHIE
B3

1
B2 B2 B2 2

2
3 E2 El E0 E2 El E2 El
4 PIR KEY KEY

5 PJR-13 PIN-13 |

Figure 1. Illustration of the annotation schemes for the DPU levels (in the
second layer beneath the spectrogram), prominence levels (in the
third layer beneath the spectrogram), and PJR-PJN units using
PRAAT (Boersma & Weenink, 2015)
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Finally, in terms of annotation consistency rate checking, the identification of prosodic
highlights-prompted PJR units was carried out by at least five annotators. !! For the
categorization of the PJR tags, the results had to reach 80% agreement among the annotators,
and then the PJN trajectory of each PJR instance was demarcated. The annotators checked and
discussed each case separately until a final consensus on the trajectory range of each PJN unit
was reached.

3. Methodology

3.1 Acoustic Features Extraction

The methodology incorporated in the current analyses involved mainly the extraction of
acoustic features, including FO and pause duration, among other acoustic correlates. First, FO
values (in semitone) across the PJR-PJN units were automatically extracted using the software
program PRAAT (© Boersma & Weenink, 2015). In order to facilitate further comparison and
eliminate factors from speakers’ discrepancy and idiosyncrasy, all the extracted FO values were
subjected to Z-score normalization. Then the next step was to calculate the average FO values
derived from the sampling points, including (i) the PJR at the initiation of the prosodic
highlights-prompted projection; (ii) the ending PW at the completion of the PIN; and (iii) the
PW units at the pre-/post-PPh boundaries, depending on the trajectory size of the projection (by
PPh unit). Figure 2 illustrates the sampling points of a PJR-PJN unit:

PW PW PW PW PW PW
| | | 1 | ]
I | | | | |
] I I I I I
fo fo fo fo fo fo
PJR PPh 1 PPh 2 PPh 3

Figure 2. Illustration of F0 sampling points of a PJR-PJN unit with a
projection of three-PPh units

After deriving the average FO values, we further attempted the removal of the intonation effect
from the higher-level DPUs. This was carried out by remodeling the FO slope based on PPh

units, via turning the value of the FO0 slope into 0.

For pause duration, we extracted the duration of silent pauses (in millisecond) located in

the following positions: (i) the initiation of the PJR, which was defined as from the off-set of

1" For this annotation task, the annotators included the first author of the paper. As for the other annotators,
they had also worked on the DPU and prominence-level annotation tasks. Hence all annotators were
quite familiar with the annotation scheme.
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the PW unit immediately preceding the PJR to the onset of the PJR; and (ii) the initiation of the
PJN, which was defined as from the off-set of the corresponding PJR to the onset of the PJN.
After the pause durations were derived, we further obtained the mean values of the pause

durations in both positions.

3.2 Emphasis-attributed Weighting Scores Calculation

To calculate the emphasis-attributed weighting scores, we followed a similar rationale for
modeling prominence-correlated distribution of information-attributed weighting scores
proposed by Tseng (2010) and Chen and Tseng (2021) and assumed that there was a direct
association between the levels of perceived emphasis annotations and information-attributed
weighting scores. Adhering to this assumption, the weighting scores were arbitrarily assigned

by using the following formula:

(7

0,if label = EO
0,if label = E1
1,if label = E2
2,if label = E3

Score(t,) =

In the formula above, the ¢ represents each ET annotated across the current speech data. One
additional note is that, as explained in Section 2.2.2, in annotating the perceived prominence
degrees of the current spontaneous speech data, the SpnL and SpnC were both tagged with one
extra level of reduction (EO). In order to calculate the information-attributed weighting scores
on the basis of the same set of prominence levels, initially we merged the EO tags with the E1

tags in the SpnL and SpnC and assigned a score of 0 to both.

After the scoring assignment, we calculated the average information-attributed weighting
scores across the PJR-PIN units by PW units and averaged the weighting scores derived from
each PW within the PJR-PJN units, which ranged from one to three PPh units according to the
projection trajectory size. Finally, we conducted correlation analysis to examine the relationship
between the average weighting scores and the PJR-PJN units with different trajectory sizes.

12 Initially we merged EO and E1 tags for the calculation of the weighting scores purely for the purpose
of comparing the current read speech and spontaneous speech data with the same set of prominence
levels. We also attempted the further calculation of contrast degree by acoustic cues (including FO,
duration and intensity) between all the EQ and E1 tags from the SpnL and SpnC. It was found that all
the acoustic features were significantly distinctive in the SpnC data, while for SpnL only the duration
feature was distinguished. Hence in the analysis reported later in the paper, we further manipulated the
EO tags from spontaneous speech by assigning a score of -1 to all the reduction tags (see section 4.4.2).
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4. Acoustic Profiles and Emphasis-attributed Weighting Scores of the PJR-
PJN Units

This section will present the analyses of the acoustic realizations and the results of emphasis-
attributed weighting scores derived from the information content planning PJR-PJN units. For
the acoustic profiles, we focused on the realization of intonation contours throughout the PJR-
PJN units in FO and pause duration in correlation with the initiation of the PJR and PJN. In
addition, we examined the correlation between the emphasis-attributed weighting scores and
the projection trajectory size of the PJR-PJN units, which shed light on the overall distribution

and planning of information content that was prompted by the prosodic highlights.

4.1 Calculation of PJR-PJN Units by PPh Units

Before the analyses, we took an initial step to examine the general distribution of the PJR-PJN
unit across the speech data from the four different genres. As suggested previously, the
trajectory size of the projection varied for each PJR-PJN unit (Chen & Tseng, 2021). It was thus
essential to first identify the projection range distribution of all the PJR-PJN units. As shown in
the results from Chen ef al. (2016) and Chen and Tseng (2021), it was found that over 90% of
the PJR-PJN units were accounted for by up to three PPh units. With the identification of a PPh
unit as the basic planning DPU for the PJR-PJN units, we further calculated the total number of
PJR-PJIN units by PPh units compared with the total number of PPh units across the four speech
genres. The results shown in Table 2 provide a further illustration of the proportion of PJR-PIN
and PPh units in each speech genre:
Table 2. Summary of the total number of syllables in the PJR-PJN

units by PPh units and the total number of PPh units in the
four speech genres

COMPOTSl G opley i the PaRcpay 10131 Number of
Units by PPh Units
Spnl. 1,257 (28%) 4,535
SpnC 347 (25%) 1372
CNA 821(48%) 1,702
WB 324 (38%) 861

Hence in the following analyses, we adopted the PPh unit as the base planning unit to estimate
the acoustic correlates and weighting score calculation of the PJR-PJN units. To extend further
the findings from Chen and Tseng (2021), we included the PJR-PJN units with projection
trajectories ranging from one to three PPh units in the current data.
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4.2 Acoustic Correlate: FO Realizations (with and without Intonation Effect)

Following the methodology described in Section 3.1, we calculated the mean F0 values by the
PW units at each sampling points , including the initial and final PW of the PJR-PJN units, as
well as the PW units by the PPh boundaries in each PJR-PJN unit, and the results are
summarized in Figure 3. On the other hand, Figure 4 presents the results of the FO measurements
at the same sampling points after removing the intonation effect from the higher-level DPUs.
Note that both figures present the results according to the trajectory size of the PJR-PJN units,

from one up to three PPh units.

PJR-PJN rangein 1 PPh

1
£
£ 05 +
- —t—CNA
-
20 - =WB
£os «—SpnL
z weipien SpNC
4
PJR Initial PIN Final
Sampling PW positions
PJR-PJN range in 2 PPhs
1
Z 05
g —+—CNA
Io we
=
Eos +—SpL
- waipdee- SpnC
4
PJR Initial 1 2  PINFinal
Sampling PW positions
PJR-PIN range in 3 PPhs
1
Z 05
£ —+—CNA
£ wB
-
Eos +—Spnl
L 5¢-0 SpNC

4
PJRinitial 1 2 3 4 PIN Final
Sampling PW positions

Figure 3. F0O of each PJR-PJN unit (sampling points by position: 1= PW
prior to first PPh boundary; 2 = PW after first PPh boundary;

3 = PW prior to second PPh boundary; 4 = PW after second PPh
boundary)
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PJR-PJN range in 1 PPh

1
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Figure 4. F0O of each PJR-PJN unit without intonation effect (sampling
points by position: 1= PW prior to first PPh boundary;
2 = PW after first PPh boundary; 3 = PW prior to second PPh
boundary; 4 = PW after second PPh boundary)

4.2.1 Results

First, a general tendency of a “high-to-low” pitch contour was observed across the PJR-PIN
units as shown in the three panels of Figure 3. This falling contour was noticeable, regardless
of the projection size. Although there were occasional exceptions when a slight rising contour
was observed in the PJR-PJN units, (i.e., in the CNA data), when an information content unit
extended to two PPh units, the rising contour never reached a point higher than the FO derived

from the initial point of the corresponding PJR unit. Slight final-rising contours were also
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observed in the SpnC data with two PPh units and in the WB data when the unit expanded to
three PPh units. However, the final rising contours in both cases never reached a point higher
than the FO values extracted from the corresponding PJR initiation point. Above all, we found
that the FO values derived from the beginning of PJR units and the ending of PJN units were
distinguished, regardless of the trajectory sizes. Further statistical tests indicated that significant
differences were present (h=1, p<0.05 across all three panels in Figure 3) and thus substantiated

the observation of the general falling intonation contour across the PJR-PJN units.

To further validate the falling contours observed, we attempted the removal of the
intonation effect from the higher-level DPUs. As presented in Figure 4, after removing the
intonation effect, the falling pitch contour was still sustained. Even though there were also slight
rising contours both within the projection trajectories and at the end of the projection trajectories
in some of the data, the rising contours did not reach a point higher than the FO values in the
corresponding initial PJR units. The only noticeable exception was in the read speech genres
(i.e., WB and CAN), in which the PJR-PJN units equaled one PPh unit. 7-test results also
confirmed that the FO values of the beginning of the PJR units and the ending of the PJN units
were distinguished, (all h=1, p=0.05), except for instances in which the projection trajectory

was local and within one PPh unit in the read speech genres.

4.2.2 Discussion

The results above demonstrated that, when planning for prosodic highlights-prompted PJR-PJN
units as the information content planning units, in general the speakers initiated the intended
information content planning units from a higher FO and continue with a gradual falling contour
across the projection trajectories. Although there were cases in which slight rising contours
were observed, the rising pitch never reached a point higher than the FO values derived from the
beginning of the PJR units. Furthermore, a general tendency was observed in that, the larger the
projection was (i.e., when the trajectory expanded over two PPh units), the greater the difference
between the mean FO values from the beginning of the PJR units and the ending of the PJN units
was. This in turn reflected that in the fore-planning of larger information projections, the
speakers had to prepare to start the PJR unit at a higher FO to allow for the further manipulation

and allocation of the prosodic variations within the planned projection trajectory.

After removing the intonation effect from the higher-level DPUs, the falling pitch contour
across the PJR-PJN units was still maintained. Interestingly, when the projection size was only
within one PPh unit and of local planning, the falling contour was not as obvious: the FO values
of the projection trajectories of the initiations and endings were barely distinguishable. In the
end, it was only when we considered the global projection of information content that the falling
contour was of distinctive significance. Chen et al. (2016) reported their results from further

calculations of the down-stepping degrees across the PJR-PJN units of different trajectory sizes,
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and a positive correlation between the down-stepping degrees and the projection trajectory sizes
was identified. As shown in Table 3 repeated from Chen et al. (2016), the longer the projection
trajectory size was, the larger the degree of differences derived from the beginning of the PJR
units and the end of the PJN units was:

Table 3. Down-stepping degree across the PJR-PJN units, calculated by PPh units
(Chen et al., 2016)

Down-stepping Degrees across PJR-PJN Units

Genre Within a PPh Across 1 PPh Across 2 PPhs
CNA 0.067 0.234 0.789
WB 0.049 0.452 0.614
SpnL 0.294 0.600 0.700
SpnC 0.173 0.316 0.553

According to Chen et al. (2016), the result from the down-stepping degree calculations further
reinforced that the overall intonation planning across the PJR-PJN units was not due to the
influence of the higher-level intonation effect. In other words, in the actual planning of the
information content within a larger projection trajectory that was prominence-prompted, the
speakers resorted to a noticeable falling contour and a larger down-stepping degree. This was
for the purpose of accommodating more variations in the prosodic highlight allocations within

the projection trajectories to reflect focal information allocations.

4.3 Acoustic Correlate: Pause Duration

The second acoustic feature we turned to was the pause duration. In particular, we focused on
the duration of silent pauses located prior to the initiation of a PJR unit and in between PJR and
PJN units for planning the projection trajectories. Similar to the findings on pause durations in
topic flow in spoken discourse by Swerts and Geluykens (1994), it was hypothesized that the
longer the PJR-PJN unit was, the more time required for the speaker to initiate the prosodic-
prompted PJR unit and plan the projection trajectory; hence, the longer the silent pause duration
prior to the initiation of both the PJR and PJN units. Here we focused on the estimation of the

correlation between the average pause duration and size of the PJR-PJN units (by PPh unit).

4.3.1 Results

As demonstrated in Figure 5, a general tendency was observed in that, when the projection
trajectory size increased, the pre-PJR pause duration was also longer. This was most obvious
when comparing PJR-PJN units in the one to two PPh units range. Turning to the PJR-PJN units
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in the three PPh units range, there were exceptions from the speech genres of WB and SpnL,
when the pre-PJR pause was slightly shorter than the average pause duration preceding the PJR-
PIN units in the two PPh units range. To verify, we further performed #-tests between the
average pause duration derived from the PJR-PJN units in the one to three PPhs range, and the
results indicated that significant differences were found in the data from both read speech genres
(i.e., CNA and WB, both h=1, p<0.05). As for the pre-PJN pause duration, the results shown in
Figure 6 revealed a similar tendency in that the larger the projection size (i.e., up to three PPh
units), the longer the pre-PJN pause was. Further statistical results also showed significant
differences in the average pre-PJN pause duration for the PJR-PJN units in the one to three PPh
units range, and the results were valid for all speech genres (h=1, p<0.05), except for WB.
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Figure 5. Average pre-PJR pause duration in correlation with projection size
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Figure 6. Average pre-PJN pause duration in correlation with projection size

4.3.2 Discussion
Based on the findings, it was suggested that when planning for a PJR-PJN unit as an information

content unit, the speakers were mostly oriented to a longer pause in order to initiate the prosodic
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highlights-prompted PJR unit. This further alluded to a longer preparation time required to plan
for a longer projection trajectory. Although there were cases when a PJR-PJN unit with three
PPh units was preceded by a slightly shorter pause, the general tendency mostly held given the
statistical results of the pause durations for the PJR-PJN units in the one to three PPh units range.
Another possible explanation was related to specific speech genre features. For the pre-PJR
pause duration, the statistical results pointed to the main differences between read and
spontaneous speech. We surmised that this reflected a discrepancy in the design of the speaking
tasks in the four different speech genres: in the production of read speech, the speakers were
given enough time to prepare before the actual recording; hence they had a chance to preplan
the acoustic realizations for information projection due to familiarity with the reading materials.
On the other hand, in the spontaneous speech genres, the planning of prosodic deployment and
information content was interrupted intermittently because the spontaneous action that was

interaction-based.

4.4 Correlation between Emphasis-attibuted Weighting Scores and
Information Projection
In the third analysis, we examined the correlation between emphasis-attributed weighting scores
and information content projection. Following the findings reported in Chen and Tseng (2021)
concerning the calculation of emphasis-attributed density scores throughout the PJR-PJN units,
we further validated the information content loading distributions by prosodic highlights-
prompted PJR-PJN units. It was demonstrated previously that speakers devote maximal efforts
to the planning of information content from the beginning of prosodic highlights-prompted PJR
units, and such effort decreases gradually throughout the projection trajectory (Chen & Tseng,
2021). However, Chen and Tseng (2021) reported the results of the emphasis-attributed
weighting scores only by PJR-PJN units in the one PPh unit range. To extend the claim further,
we carried out the weighting scores calculation again and included all the PJR-PJN tokens with
a similar rationale and methodology proposed in Chen and Tseng (2021). We then conducted
additional analysis of the correlation between the weighting scores and the PJR-PJN units in the

one to three PPh units range for a more solid verification.

4.4.1 Results

As summarized in Figure 7, further analyses confirmed that, when a PJR-PJN unit was extended
by three PPh units, a lower average emphasis-attributed weighting score was arrived at by the
ending of the PJN units. In other words, the general trend of a decreasing weighting score
following an increase in projection size was confirmed. This finding was quite consistent across
the data of the four speech genres. Most of all, further #-test results verified that the average

weighting scores were distinguished between the PJR-PJN units with one PPh unit and three
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PPh units. The statistical results were in general supported (all h=1, p<0.05), except for the

spontaneous speech data from the SpnC genre.
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Figure 7. Correlation analysis between average emphasis-attributed
weighting scores and the PJR-PJN units of the four speech
genres (score assignment: EO=E1=0; E2=1; E3=2)

4.4.2 Discussion

Again, the above result confirmed that, when planning for prosodic-prompted projection for
information content allocation, the speakers were oriented to a general pattern of heavy-to-light
information loading across the PJR-PJN units, regardless of the projection trajectory size. When
planning for a projection with a longer trajectory, the weighting scores decreased gradually
toward the end of the projection, and hence information content loading diminished. Such
findings in turn provided further confirmation of a PJR-PJN unit as the planning unit of prosodic
highlights-correlated information content allocation and deployment in continuous speech.
However, the statistical analysis did not find significant results for the SpnC data, which led us
to wonder whether this may have had to do with the additional emphasis level of reduction (EO)
annotated for the current spontaneous speech genres (i.e., SpnL and SpnC). We attempted a
further test by re-assigning the weighting scores only for the spontaneous speech data. In
particular, we assigned a score of -1 to the emphasis level of reduction (E0) annotated in the
SpnL and SpnC genres, and then recalculated the average weighting scores. The results are

summarized in Figure 8:



22 Helen Kai-yun Chen and Chiu-yu Tseng

3 fe,
\\
§ \‘\‘
£ ~.
& ~.
T -,
5 2 v
e 1
= .
o 1
e i
0 i
1 1
SpaL.
o e —5pnC
02 ’ 03 0.4 05 ' 0.6

ge Emphasis Scores

Figure 8. Correlation analysis between the PJR-PJN units and average
emphasis-attributed weighting scores of the spontaneous speech
genres (score assignment: E0=-1; E1=0; E2=1; E3=2)

Figure 8 presents a pattern similar to the above findings in that, the longer the PJR-PJN
unit (i.e., up to three PPhs), the lower the average weighting scores derived from the ending of
the PJN units. Further #-tests confirmed that the average weighting scores were distinguished
between the PJR-PJN units with one PPh unit and three PPh units (both h=1, p<0.05). In other
words, by taking into consideration the reduction annotation in the spontaneous speech genres,
the heavy-to-light information allocation further stood out. With the attempt to faithfully model
distinctive emphasis degrees in spontaneous speech signals, therefore, we were able to obtain
even more solid evidence to support the current hypothesis regarding information content
planning and allocation. This in turn verified the prosodic-prompted projections in association
with information content deployment in continuous discourse and speech; above all, it was

patterned on the prosodic highlights allotment in the speech context.

5. General Discussion and Summary

The current study focused on information content deployment that was prompted and projected
by perceived prosodic highlights consistently annotated in continuous speech and discourse. In
the first part of the analyses, we concentrated on the acoustic profiles of the information content
planning of the PJR-PJN units, which was initiated and prompted by annotated tokens of
prominence across four diverse speech genres. In terms of FO realization, although the
projection size differed in each PJR-PJN unit, we were able to derive a general falling contour
starting with the PJR unit and throughout the whole projection trajectory. The further removal
of higher-level intonation effects and the calculation of down-stepping degrees offered solid
substantiations of the underlying intonation pattern. Above all, the current results demonstrated
that only when we considered the information content planning unit of a global projection could
we arrive at an identifiable falling contour with a clear down-stepping degree presented. Though

the falling contour was within expectations and the results here are much in accordance with
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previous findings on prosody-based discourse units (i.e., Swerts & Geluykens, 1994), it was
most crucial that we were able to further confirm that information content planning associated
with prosody-prompted projections could possibly be established as a constant linguistic
category with its own identifiable prosodic manifestation.

The second acoustic feature that we turned to was pause duration. As suggested, the
duration of silent pauses located prior to the initiation of PJR and PJN units rendered some ideas
about the relevant effort devoted to the planning of information content projection. It was
demonstrated that, in order to plan for a longer projection, the speakers in general took more
time prior to the initiation of the PJR and PJN units. Although not all pause-correlated results
were presented with statistical significance, we assumed that the discrepancy was related to the
task-specific features of the four difference speech genres.

Through the calculation of emphasis-attributed weighting scores, the third part of the
analyses provided further validation of the “high-to-low” distribution of weighting score across
the PJR-PJN units, which was similar to the finding from Chen and Tseng (2021). As previously
indicated, the tendency of a higher weighting score for the initiation of information projection
and a lower score for the end of information content projection reinforced the finding that the
heaviest information loading was planned by prominence-prompted PJR units, with a gradually
decreased planning effort demonstrated (Chen & Tseng, 2021). Here via the systematic
modeling of prosodic highlights, including the reduction, our results faithfully reflected
information content allocation and deployment for speech planning. Above all, the results
showcased that only when taking into consideration the reduction feature in spontaneous speech
could we arrive at a more significant distinction among the four speech genres with diverse
features.

In sum, in this study we examined prosodic highlights-prompted information content
planning and projection by the recently identified PJR-PJN units in continuous speech. Solid
accounts were provided for the specific acoustic features, including FO and pause duration, as
well as the information-attributed weighting scores in correlation with the projection size in the
PJR-PJN units. As has been identified previously the PJR-PJN units for information content
projection were planned at a higher discourse-prosodic level from the HPG framework (cf. Chen
& Tseng 2021); ultimately the identification of the patterns enabled a better understanding of
information content planning within the hierarchical framework of the prosody context. In
future studies, we propose to explore the following: (i) other possible acoustic correlates that
might be involved prominence-prompted information content projection; (ii) empirical
validations of the correlation between perceived prosodic distinctiveness in limited degrees and
information weighting (i.e., Kurumada et al., 2014); and (iii) the incorporation of the current
analyses’ results into the automatic modeling of discourse prosody based on a hierarchical
relationship (i.e., Lin et al., 2019).
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Abstract

The structure of conversational discourse is context-dependent, and the organization
of discourse segments and preferences for signaling discourse boundaries are
language-specific characteristics. Participating speakers, speaking scenarios, and
communication purposes instantaneously affect the conduct of social interaction and
verbal exchanges during a conversation. For example, topic maintenance is sustained
by the overt exchange of coherent information, and lexical preferences at the
boundaries of related discourse segmentation can help construct the course of topic
development. Moreover, form-based discourse units are used to represent the content
of spoken utterances and to describe the interaction of speakers in conversations.
This study investigated topic-specific Hakka conversations using a top-down two-
level discourse segmentation approach to examine the development and production
of topics. Typical cues and expressions used to initiate topics and subtopics and their
respective discourse functions in the Hakka conversations were analyzed. In the
Hakka conversational data, noun phrases were preferred at the topic and subtopic
transition boundaries, and complete forms such as clausal constructions were also
favored, although the spontaneous speech was expected to be fragmentary in terms

of syntactic structure.

Keywords: Conversation, Discourse Units, Topic Development, Boundary Cues,
Hakka

1. Introduction

A constituent of a given discourse may be defined as a “contextually indexed representation of
information conveyed by a semiotic gesture, asserting a single state of affairs or partial state of
affairs in a discourse context,” as proposed by Polanyi (2005: 266). This kind of discourse
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segment involves interactive domains, such as discourse genres and speech events, and its
segmentation is mainly guided by semantic criteria (e.g., a complete state of affairs and a
complete semantic representation), syntax (e.g., clauses and sentence boundaries), and
intonation (e.g., pauses and prosodic contours) (Polanyi, 1995). Moreover, discourse segments
are indicated by topic shift markers that have been categorized as discourse markers, pragmatic
markers, discourse operators, and cue phrases in the literature (van Dijk, 1977b; Grosz & Sidner,
1986; Fraser, 1996; Redeker, 2006). Polanyi (1995) also proposed that discourse operators force
segmentation breaks on semantic grounds, as will be shown later in the data from the Hakka
conversations. To describe the semantic structure of a conversational discourse, constituent
units and their composition/decomposition principles are needed as well as devices to identify

boundaries for effective discourse segmentation.

1.1 Discourse Topics

Discourse topics form a coherent discourse that expands on a number of common themes. Van
Dijk (1977a: 136) defined discourse topics as “a proposition entailed by the joint set of
propositions expressed by the sequence...proposition T is TOPIC of sequence of propositions
> = <Py, Ps,...P,> iff for each P; € ) there is a subsequence )i there is a P; such that Y => P;
and T => P;”’: each sequence entails a global proposition P;, and the global proposition entails a
super-global proposition Pj, which is the topic. Giora (1985: 116) also defined “the element
relative to which the whole set of propositions (of that segment) is taken to be ‘about’”; in other
words, a topic should not be derivable from the discourse that occurs before it is introduced.
Slightly differently, Geluykens (1993: 118) defined a topic as “information which has a low
degree of Recoverability...and which has Persistence”: for information to be considered a topic,
it must be sustained over a reasonably long stretch of discourse. Stede (2012: 38) gave a clear
definition: “A topic as a property of a text segment is characterized by the particular distribution
of content words in that segment, and the difference to the distribution in other segments.” Todd
(2016: 11) combined his own definition with Giora’s (1985) “aboutness” and proposed that a
topic is determined on the basis of aboutness, connectedness, and relevance. Connectedness is
relevant to cohesion and coherence and makes a stretch of language into a meaningful whole.
Topics are usually distinguished in terms of their explicitness, with cohesion used for explicit
links, or the overt relationship between propositions, and coherence for implicit links, which
requires background knowledge or contextual knowledge for interpretation. To identify topic
boundaries, cohesion markers, lexis, and coherent concepts are applied. Aboutness is a semantic
construct in which all propositions in the discourse are related to a superordinate discourse topic;
relevance is concerned with the relationship between a proposition and the one that precedes it,

and consistent relevance between propositions makes a discourse coherent.

Asher (2004) applied formal semantic analysis and developed a dynamic theory of



Topic Development and Boundary Cues in 29

Hakka Conversational Discourse

discourse topics by examining four types of contrastive topics: (1) alternation, which
incorporates parallel and contrastive notions; (2) narration, which represents two connected
discourse segments that appear in a background-foreground event; (3) subordinating and
coordinating relationships, which are dependent on the degree of attachment to the antecedents;
and (4) summarizers, which are used when there are many discourse segments. Furthermore,
Asher and Vieu (2005) noted that in the segmented discourse representation theory, a common
topic can be shared by two related constituents (Asher, 1993). Regarding the principles within
a topic, the “right frontier constraint” provides attachment points for new information (Webber,
1988: 8). Another proposed principle—continuing discourse patterns—suggested that a
coordinating relationship bears the same discourse relationship with a dominating constituent
and that the coordinated constituents of a substructure must follow a certain pattern with respect
to the dominating constituent (Asher & Vieu, 2005: 595). Subordination and coordination affect
topicality in that two constituents are coordinately linked if they contribute to the topic of the
larger segment, while they are subordinately linked if one of them is a subtopic (Asher, 1993;

van Kuppevelt, 1995a).

Givon (1983) proposed a hierarchical structure that accounted for the preceding discourse
context information. In macro structures, thematic paragraphs are larger thematic units that are
composed of multi-propositional and chained clauses. Within a thematic paragraph, there are
three types of topics—chain initial topics, chain medial topics, and chain final topics—defined
by their relative position in a speech flow. A chain initial topic is a “newly introduced, newly
changed or newly returned topic” (Givon 1983: 9), and therefore usually has a discontinuous
relationship with the preceding context but is potentially persistent in the succeeding context if
it introduces an important topic. A chain medial topic is continuous in terms of the preceding
context and is persistent, but not maximally so, in the succeeding context. Finally, a chain final
topic is continuous in terms of the preceding context but is not persistent in the succeeding
context, even if it deals with an important topic. Givon (1983) also defined three quantitative
measures—referential distance (“lookback”), potential interference (“ambiguity”), and
persistence (“decay”)—to describe topic properties in discourse; these measures reflect the
degree of topic continuity, topic disruption, and topic persistence, respectively.

Van Kuppevelt (1995a, 1995b) proposed that the topic unit does not always stick to the
NEW/OLD principle but appears in different syntactic forms. He further specified that

the main structure of a bound discourse is determined by one leading discourse
topic constituted in one production step at the beginning of the discourse. The
development of such a discourse is, with regard to its main structure, from the
beginning, bound programmatically by the set topic-constituting questions defining

its discourse topic. (van Kuppevelt, 1995a: 139)
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The topic hierarchy of a discourse, according to this proposal, contains discourse topics, topics,
and subtopics.

1.2 Discourse Segmentation

Discourse segments can be of various sizes and empirically specified by applying operational
principles that define their linguistic forms and discourse functions. Within a discourse topic,
there is normally a kind of coherent relationship between adjacent lexical chains, which reflects
the meaning and function of the discourse. In a conversation, a degree of unity is required to
achieve cohesive relationships between sequences of words within a certain stretch of speech,
such as reference, ellipsis, substitution, conjunction, and lexical cohesion (Halliday & Hasan,
1976). Coherent relationships between clauses and sentences, such as elaboration, subordination,
cause, and exemplification, were also discussed in depth by Mann and Thompson (1988).
Morris and Hirst (1991) analyzed lexical cohesion to determine coherence by computing lexical
chains in a thesaurus, where thesaural relationships, transitivity of word relations, and distance
in sentences allowable between words in a chain were examined. Hoey (2005) used the
convergence of overt cohesion and perceptible coherence as the criteria and found that lexical

priming and cohesion influenced the comprehensibility of a discourse’s organization.

When a topic chain occurs over a succession of several nearby clauses that share a single
topic, topic shifts completely direct the discourse text away from the present topic, while topic
drifts do not stray far from the present topic. A topic returns if it is mentioned again. Based on
Hobbs (1990), three coherence relationships regarding topic drifts have been proposed: if two
segments assert propositions with similar or identical properties, then they have a parallel
relationship; if a segment serves as a cause for another segment, then this represents an
explanation relationship; and if a segment involves the evaluation of comments on a previous

topic with no additional new information, then it has an evaluation, or metatalk, relationship.

Cues in topic shifts indicate digressions, but cues in topic drifts may not. Considered in
light of Fraser’s (1996, 2009) definitions, topic shift cues correspond to topic change markers
or digression markers, while topic drift cues can link to other markers of different functions,
such as contrast, elaboration, and inference. Todd (2016) considered that there is a continuum
from shift and drift to maintenance, rather than these cues forming discrete categories of
boundaries. More specifically, drifts are weak boundaries, whereas shifts are strong boundaries.
In English, topic boundaries may be marked to signal a shift and attract attention, as in the case
of ‘Oh, I meant to tell you’. Conversely, ‘well’ is likely a topic drift marker since it has a much
more ambiguous role and is followed by a mix of new and old information. Topic shift markers
are used to indicate discourse boundaries, but because of different perspectives and a long
history of investigations, they have been given various labels, such as pragmatic connectives
(van Dijk, 1977¢), discourse particles (Schourup, 1985), discourse markers, transition markers,
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discourse operators (Schiffrin, 1987; Fraser, 2006; Redeker, 2006), pragmatic markers (Fraser,
2009), digressive markers (Charolles, 2020), cue phrases (Grosz & Sidner, 1986; Hirschberg &
Litman, 1993; Horne et al., 2001), clue words (Cohen, 1984), and so on. Quirk (1972) proposed

a system of taxonomy that included parallel, inference, summary, detail, reformulation, and

contrast markers illustrated by the cue phrases ‘in addition’, ‘as a result’, ‘in sum’, ‘in particular’,

‘in other words’, and ‘conversely’, respectively. Grosz and Sidner (1986), Fraser (1996), and

Table 1. Three proposals for boundary cues

Functions

Examples

attentional change

(push) now, next, that reminds me, and, but
(pop to) anyway, but anyway, in any case, now back
to (complete) the end, ok, fine, (paragraph break)

true interruption

I must interrupt, excuse me

Cue phrases flashback

Oops, I forgot

Grosz & Sidner  digression

By the way, incidentally, speaking of, did you hear
about

(1986: 198)
satisfaction-precedes

in the first place, first, second, finally, moreover,
furthermore

new dominance

for example, to wit, first, second, and, moreover,
furthermore, therefore, finally

end of segment

okay?, you know, so

next segment

okay, so, but, now, well, and

Tum-internal digression, interruption

by the way, you know

discourse ; ; "
specification, definition

that is, you know, well

segment transitions
paraphrase

I mean, you know, that is

in spontaneous — : :
P explication, clarification

because, you know, I mean

h - -
speec background information

because, see, well

Redeker (2006: comment

you know, I think, I guess

345) correction, emendation oh, or, I mean
quote you know, like, well, oh
return but (anyway), so, now, well

topic change markers

incidentally, speaking of X, parenthetically, by the
way, just to update you, that reminds me, before I
forget, back to my original point, returning to my
point, on a different note

contrastive markers
Pragmatic markers (denial or contrast)

but, instead, however, all the same, anyway, in any
case/rate/event, nevertheless, conversely, despite,
even so, regardless, still, that said, though, yet

Fraser (1996) elaborative markers
(elaboration or
refinement)

above all, in other words, what’s more, also,
alternatively, besides, by the same token,
correspondingly, for instance, on top of it all, to cap
it all off

inferential markers
(developed based on
inference)

after all, so, accordingly, because of this/that, for
this/that reason, it can be concluded that, it stands to
reason that, of course, then, thus, so
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Redeker (2006) all intended to capture the indications of segment transitions, but Fraser’s (1996)
four discourse markers are much more straightforward. The three proposals for boundary cues

are summarized in Table 1.

Boundary cues, as defined in terms of the listed discourse functions in Table 1, are of
various linguistic lengths. Words, word sequences, short phrases, and clauses can all serve as
boundary cues. In addition to the issue of linguistic units, the conventional use of discourse
markers may not correspond precisely to the function of marking topic boundaries because
discourse markers are defined as expressing distinctive functions, not as indicating coherent
relationships between discourse segments (Harabagiu, 1999). According to the data presented
by Das (2014), a majority of topic shift relationships are not explicitly signaled by discourse

markers.

This study aimed to investigate the discourse structure of Hakka conversations by applying
a top-down two-level annotation schema of discourse segments that form sequences of lexical
chains with coherent relationships within sequences and cohesive relationships across
sequences. The continuity and maintenance of coherent and cohesive relationships were used
as the main judgment criteria for identifying the boundaries of discourse segments. Furthermore,
we used form-based units to represent the linguistic content to describe the local environment
of the lexical chains. The words and phrases that occurred at the topic and subtopic boundaries

were then investigated in the context of discourse segmentation.

2. Method

2.1 Data

This study examined five Taiwan Hakka conversations recorded for the National Digital
Language Archive Project. The conversations were produced by six female and four male native
Hakka speakers aged between 34 and 60 years old. There are two major variants of Taiwan
Hakka: Hailu and Sixian (Hakka Affairs Council, 2017). Our sample included five Hailu and
five Sixian speakers. All 10 speakers reported that they were fluent in Hakka and that they spoke
Hakka better than Taiwan Mandarin and Taiwanese Southern Min. The pairs of speakers were
instructed to talk about a topic of their choice, and each recording session lasted approximately
15 minutes. The content of the conversations was lexically transcribed by the second author
whose mother tongue is Sixian Hakka. Word segmentation and part-of-speech tagging were
conducted according to the Dictionary of Frequently Used Taiwan Hakka published by the
Ministry of Education in Taiwan. However, some cases did require discussions and
consultations with native speakers and linguists. For example, the negation # mo35 in ZEiT
S mui3 1 sud2 sin31 sang31 mo55 gau3l gaill (‘what the art teacher did not teach”)
in one of the Hailu Hakka conversations was listed as an auxiliary word in the dictionary, but
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in authentic usage, it can also be a verb, a negative marker, or a negator, depending on the

context.

2.2 Annotation of Topics and Subtopics

When the main focus of attention shared by the conversational partners changes, it is considered
a topic shift. A conversation segment is labeled “topic” if the concepts and messages exchanged
by the interlocutors form a coherent set of interactions. A topic segment in principle presents a
high degree of coherence and cohesion in terms of the connectedness, relevance, and aboutness
of the information expressed in the conversation. A topic segment can only be annotated if the
entire stretch shows a steady and continuing context with topic maintenance. In the framework
of lexical cohesion analysis, a straightforward way to identify topic boundaries is to focus on
lexical chains (Todd, 2016: 41-43), particularly content word collocations or conceptual
associations such as boys-girls, laugh-joke, and bee-honey (Halliday & Hasan, 1976; Todd,
2016). Within each topic, there can be a series of components of interactions that represent
different manners of elaborating the topic, and these components are annotated as “subtopics.”
Subtopics normally appear sequentially but may also overlap and recur, as responses from
conversational partners are spontancous. The identification of subtopic boundaries relies on
crucial phrases that establish the relationship of lexical cohesion and that serve as the main clues.
For instance, for the topic “family,” subtopics such as “places of residence” and “children” may
be annotated by the names of places and family members or jobs that are reiterated in
consecutive utterances. Depending on the research questions and approaches, there may be
different segmentation schemes of conversational discourse, and the annotation of discourse

structures is to some degree subjective.

In the current study, we used the two-level discourse segmentation scheme presented
above and implemented a procedure to possibly mitigate the level of subjectivity. The five
Hakka conversations were first transcribed by a native Hakka speaker and then translated into
Mandarin texts that were proofread by three adult native Mandarin speakers. Segmentation into
topics and subtopics was conducted by the authors by applying the above principles. Two
independent annotators were recruited to evaluate whether the identified boundaries of the
topics and subtopics were appropriate for segmenting the conversations. Table 2 lists the results.
Both annotators reached agreement in nearly 80% of the topic and subtopic boundaries assigned
by the authors. We noticed that in one of the conversations, the rate of disagreement was
particularly high, which may have been attributed to a large number of unclear transitions held
by the very dominant speaker who produced long topic segments that consisted of several
subtopics without a clear boundary. At least one annotator or both annotators did not agree with
20% of the originally segmented boundaries. The location of the boundary was generally agreed

by both annotators. Disagreements mostly resulted from deviated judgement about whether a
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boundary was a subtopic or a topic. These boundaries were reconsidered and revised by the
authors. Eventually, we obtained a final version of discourse segmentation for the Hakka

conversations.

Table 2. Topic and subtopic boundary labeling

Boundaries Hakka Conversations
# of topic boundaries 46
# (%) in agreement 36 (78.26%)
# of subtopic boundaries 261

# (%) in agreement

214 (81.99%)

Below is an excerpt from the data showing a discussion on the topic “language use.” The
subjects EFIE (‘my mother-in-law’) and {EP4HA{F (‘my child’) were often omitted in
the utterances. However, this nominal ellipsis did not hinder the participants’ understanding of

the speech content, and the topic “language use” clearly remained the focus of successive

elaborations until a conclusion was finalized at the end of this discourse segment.

EFRMOERZE NI =S

ngal5 ga3l ngiong55 mell dong53 hi53
mong33 ngai55 gaill sell ngin55 cion55
pu33 gong24 hags fall (‘my mother-in-law
also expected my child to speak Hakka all the

time”)

BB NEFE gi55 tu33 gaill shi55 zied5 (‘when she [my mother-in-law] took
care of [my child]’)

SR 5T hon cion55 pu33 gong24 hag5 fall hon (‘{my mother-in-law] spoke
Hakka all the time”)

[ EEERE ko24 shi33 tug2 shu31 koi53 shi24 (‘but since [my child] started
going to school’)

SHohMEERIG tug?2 rhiul I chi55 rhan55 koi53 shi24 (‘since [my child] started

TR P I R SR

BT RE

] [ S SR A A

going to kindergarten’)

sii53 zhon53 mun55 gong24 gued5 ngi53 a (‘[my child] just spoke
Mandarin day and night”)

2155 shang55 shi55 gong24 gued? ngi3l (‘she [my child] spoke
Mandarin constantly’)

a gued5 ngi53 gong24 a liud5 liud5 lad3 lad3 (‘[my child] spoke
Mandarin fluently”)

S gong24 giu24 (‘[my child] had been speaking for a long time”)
FE RS T gai’5 hag5 fall sii33 m55 gill ded5 le31 hon (‘[my child] did not
hon know how to speak Hakka’)
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2.3 Annotation of Discourse Units

We used a form-based discourse unit (DU) to represent and analyze the discourse structure of
the sampled conversations concerning the more information-based discourse segments, topics,
and subtopics. In principle, a DU is equivalent to a clause or a sentence in written language.
After the main predicate is identified, a DU includes the speech stretch containing the main
predicate and the remaining syntactic components, including the subject and the related
complements and adjuncts. Some DUs are isolated noun phrases or non-clausal units with no
predicates. Non-predicative DUs of this type occur frequently in Japanese and Mandarin
Chinese interactional discourse and employ a range of functions, such as referent introduction,
identification, and listing (Iwasaki, 1993; Tao, 1996, 2020). In Hakka, verb complexes are often
used. To identify DUs in the Hakka data, we referred to the definition of clauses proposed by
Thompson and Couper-Kuhlen (2005) and the principles of determining utterance units
(Nakajima & Allen, 1993). Please note that DUs are annotated solely based on their
constructional form and that both predicative and non-predicative DUs can express complete or
incomplete meanings and information. We proposed dividing the DUs into three main types
according to their form and meaning: (i) clausal DUs with clear meaning; (ii) non-clausal DUs
with clear meaning; and (iii) fragmentary DUs with incomplete meaning. The linguistic content
of the Hakka conversations was represented and analyzed in terms of DUs and DU types.

Detailed explanations of the DU annotation principles are provided below:

(1) Clausal DUs with clear meaning

a. Clauses delineate complete sentential meanings and satisfy discourse functions, e.g., {5
FEE—(E4HEE gi55 ciu33 tu33 rhid5 gaill sell 053 (‘He only takes care of one baby’)
and (EF O EFRFIENE ngai55 voi33 gong24 bun33 ngai55 laill er55 tangll o (‘1
will tell my son!’). These kinds of DUs often express substantial statements in

conversations.

b. DUs with elliptical subject or object NPs that convey a clear and coherent meaning, e.g.,
BUEWESE RS EE gam31 hanll nai55 kon55 ded2 do31 hag? ga24 fa55 (‘Where
can we see Hakka language?!”), iz tiang24 mi1 siid2 (‘[1] cannot understand’), 7K
EHINE [0i55 zangll di31 ge55 a (‘Only when we came did they know that [we are
Hakka]’), and TEIH[EEE mien35 qienll qiu55 gong31 (‘[1] talked about it earlier”).

c. Complex DUs that contain focus markers' or conditional markers, e.g., fEEEREE A
HriUS: mod5 gong24 rhog2 ban53 konll ngind5 sii53 zoll m55 ded5 (‘Not to

! The typical Mandarin Chinese focus marker in the cleft constructions & shi and J&...HY shi...de are
not exactly the same as fitz%, Hf, {4 in Hakka. In this study, they were tentatively considered the
focus markers that served the function of emphasis or indications of the upcoming discourse segment.
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mention it is not permitted to have a short look at people”), & E Z B8 = L FETFIHT
an3l qid2 ga24 o0i55 xiong31 0i55 hi55 nai55 sii24 hi55 nai55 (‘So 1 go out at will’), and
{BIEE FEHEENEE he55 moll tam24 qiull moll sug5 sii55 (‘If [you] are not greedy, you
will not know [those people]’).

(2) Non-clausal DUs with clear meaning

a.

This type of DU has no predicate but conveys a clear discourse meaning. These DUs
may be used for responses or to introduce a new topic and can take a variety of
constructional forms, e.g., {4 heS55 a (‘yes’), TFAKI ziin55 gin24 a (‘[It is] real’),
EEIEY nga24 so31 ia31 deu24 a (‘[this situation] applies to people like my sister-
in-law’), and {E & FEEAD ngaill meull lid5 ien55 ge55 (‘I [am from] Miaoli
County’).2

Predicative adjectives used as part of a verbal complement, e.g., 75754540 A 2K
ngia24 ngia24 ngia24 se55 nginll gi3l tai55 (‘how old are your children’), fHEIFEE
W2 bu3l cu55 qin55 go24 o (‘the subsidy is high!”), and ZFT2e T an24 da24 song24
ted5 le53 (‘that is a pity”). Thompson and Tao (2010) found that conversational Mandarin

speech favors predicate adjectives (80%) over attributive adjectives (20%).

Particle DUs that are responsive backchannels, such as B n, IHIA 5 pn, UZIE 0 o, and
1% ai, or connective-like junctures that express different speaker attitudes. For instance,
the modal particle #on in the following example serves as the concluding function and
expresses the speaker’s intention to obtain approval from the conversational partner in
hon, e.g., hon.. . <F/(frE=>MSEIHEZEA<EU> hon..wo214 men zai51 hua51
hua51 gaill shi55 zied5, gi55 voi33 lau3l ngin55 xiu55 gai214 (‘hon...he would help

students make modifications when we were drawing”).

(3) Fragmentary DUs with incomplete meaning

a.

DUs that contain noun phrases are used to express the speaker’s intention or for
communicative functions, such as introducing referents (Iwasaki, 1993; Tao, 1996, 2020).
Isolated noun phrases are seldom used to indicate topic shifts and drifts. They may appear
together with prepositions or particles, e.g., ¥FFREIS duill gia55 rhinll siong33
(‘about the impression of him’) and ZR7BFE<AFE>S X hon E{F rhan55 heu33
cai33 na3l ge ngien55 t0i33 hon an24 ne31 (‘then, in that era’).

b. Disfluent DUs with no predicates, such as speech repairs or repetitions, e.g., {E—J{E

2 (EHETERSS is considered a non-predicative DU with the nominalization marker ™.

3 Content appearing in < > was spoken in Mandarin Chinese.
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N} ngaill id2 gi55 ngaill iu55 mi1 (‘I cannot even [say] a sentence...”) and {EH}55
ngai55 ml1l siid2 (‘1 have not been...”). Please note that repairs are not necessarily related
to the proposition of the next DU uttered by the same speaker or by the conversational
partner, e.g., WEUEAT RN GHZ 205 75 MR- DART-IMFERIR S (repair). . T LESR
SEI R DL S 2 DR noan24 e31 gon3l rhi55 gong24 gais5 gaull rhug?
fong31 mienll gaill shi55 zied5...rhi3l cien55 gaill shi55 zied5 ngi55 voi33...a bi24
lun33 gong24 a ngi55 rhi3l cien55 moS5 tug2 do24 gaill li31 siong24 gaill (‘As for
education...before, you would...for example, you have not majored in the ideal
subjects...”).

2.4 Results

The annotation results of the topics, subtopics, and DUs in the five Hakka conversations are
summarized in Table 3. Each conversation covered a different number of distinctive topics that
were initiated and discussed by the participants. Please note that the speakers may have restarted
a previously discussed topic initiated by themselves or their conversational partners along the
course of the conversation. In such cases, we included the occurrences of returning topics in the
calculation of topic segment tokens. The number of subtopics per topic was between four and
five, but the patterns of speaker interaction and information exchange were in fact individually

different in the Hakka conversational data, which will be shown later.

Table 3. Annotation results of the five Hakka conversations

Con. 1 Con. 2 Con. 3 Con. 4 Con. 5
Duration 11 mins 11 mins 14 mins 13 mins 11 mins
# of topics 9 8 11 10 8
# of subtopics 45 53 40 56 31
# of topic segments 12 10 12 13 8
# of subtopic segments 53 54 47 67 35
# of DUs 665 598 878 715 554
# of syllables 3,377 3,320 3,687 3,626 2,810

While the complete coverage of concept exchanges was sustained within a topic, subtopics
were operationally more authentic in that they actually formed the continuity of the topic, on
the one hand, and connected the consecutive DUs, on the other hand. This also indicated that
the ratio of DUs to subtopics was an authentic reflection of topic transitions. The referential
distance measurement in Givon’s (1983) hierarchical structure proposed that the degree of
distancing in topic continuity is 20 clauses in terms of the number of clauses toward the left

edge. Additional attempts to measure topic segment length have been proposed in the literature,
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for instance, a typical paragraph (Ferret & Grau, 2000), a length of three to five sentences
(Hearst, 1993), and a length of approximately 100 words (Dias & Alves, 2005). As shown in
Table 3, the degree of speaker activity in the conversations varied, as the number of topics and

subtopics initiated by each speaker was considerably different.

The complexity of topics and subtopics to some degree revealed idiolect differences in
maintaining topic continuity. Nevertheless, collective commonalities across the Hakka speakers
were shown by the number of syllables per DU, which ranged from four to six. Prévot et al.
(2015) examined DU distributions in French and Taiwan Mandarin conversational data and
reported an average DU length of 10.7 syllables for French and 9.6 syllables for Taiwan
Mandarin in long speaker turns. Prévot ef al.’s (2015) study mainly focused on DU components
rather than speaker interaction. Compared with Givon’s (1983) proposed measure of 20 clauses

over a sustained topic, our measurement of DUs per subtopic in Table 4 showed similar results:

Table 4. Annotation results of the five Hakka conversations by speaker

Con. 1 Con. 2 Con. 3 Con. 4 Con. 5
Speaker gender F M F M F1 F2 F M F M
# of syllables 1,158(2,219(1,502|1,818| 1,703 1,984 2,709 | 917 |1,2891,521
# of distinctive topics 5 4 3 5 3 8 7 3 1 7
# of distinctive subtopics 21 24 26 27 18 22 41 15 12 19
# of DUs 294 | 371 | 260 | 338 | 396 | 482 | 471 | 244 | 268 | 286
# of syllables per DU 3.9 6 58 | 54 | 43 | 41 | 58 | 38 | 48 | 53
# of topic initiations 6 6 4 6 3 9 10 3 1 7
# of subtopic initiations 26 27 26 28 21 26 52 15 14 21
# of DUs per topic segment 49 | 61.8| 65 | 563 | 132 | 53.6 |47.1 | 813 | 268 | 40.9
# of DUs per subtopic segment | 11.3 | 13.7 | 10 12 | 189|185 9.1 | 163 | 19.1 | 13.6

In addition, more topic and subtopic initiations did not imply more DU production, as
shown in Table 4. That is, the degree of active participation in the verbal exchanges was viewed
from different perspectives. For instance, in conversation #4, the male speaker clearly initiated
fewer new topics, but his active participation was supported by the large number of DUs he
produced in taking part in the discussion. On the other hand, compared with his counterpart, he
produced shorter DUs that did not deliver complex information as they were mostly responsive.
In our two-level discourse segmentation approach, whether topic initiation occurred in response
to the previous information delivered by the conversational partner was also an important clue

in determining the degree of active participation.
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3. Discourse Organization in Hakka Conversations

Understanding conversational discourse requires a structural description of how the discourse
is organized. Therefore, it is necessary to have a system of segmentation units whose
relationships can be empirically defined. In this study, we annotated three types of units—topics,
subtopics, and DUs. Topics and subtopics were identified from a top-down perspective, in
which the information content was the principal criterion. The DUs were mainly identified
according to their constructional forms. In particular, predicates were used to categorize the
types of DUs.

3.1 Conversational Discourse Descriptions

Todd (2016: 172) mentioned that topic development is divided into three main types—
maintenance, drift, and shift—that can be further categorized into subtypes, such as major and
minor shifts. In our annotation of topics and subtopics, we took these main types into
consideration to describe the interplay of information exchanges and transactions in the
discourse organization of the Hakka conversations. Figure 1 shows the hierarchical structure of
the topics and subtopics represented by the DUs extracted from the data. The DUs produced by
Speaker A are underlined in the transcript, and speech content uttered at topic and subtopic
boundaries are in boldface. The interaction of the speakers and the speech production patterns
is illustrated in terms of this representational format. The identification of topic shift and drift
was content-based, while the DUs were defined according to the placement and scope of the

predicates.

- 5
Sub;oplq Subtopic 4 ] Subtopic 5 Subtopic 6 [Subtopx ]
IN 4 )

hift N ) 4 )4 v - v
topic shi :b ) :J topic shi
B : topic drift @puc drift) Gopnc drift topic drjft) Pl ! topic drift

Figure 1. Topic development in the conversations
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Topic 1: Speaking Hakka*

Subtopic 1: It's difficult for Southern Min people to learn Hakka

DUI:

DU2:

DU3:

DU4:
DUS:

DUé:
DUT7:

DUS:
DU9:

DU10:

BT EBE N BB EFREWEE ngill gong3l gu55 so3l gong3l hog5 lo31
nginll 0i55 hog5 en34 li55 hag?2 ia24 dong24 nanll (‘So [it’s] also very difficult for
Southern Min natives to learn Hakka’)

... ppe-- (‘umum...’)

en24 1i55 E NEEEEZEY ¢0i24 W en24 li55 hag? nginll 0i55 hog5 hog5 lo31
ka35 goi24 la (‘It is easier for us Hakka people to learn Southern Min’)°

I ppe-- (‘umum...”)

R B BRE RGN in24 vi55 tien55 sii55 toill bud? siill voi55 zo55 a
(‘Because there are often [Southern Min] TV programs”)

<$HB> duid a (‘correct”)

<HIEBI>IEIF LB E lian2 xud jud cong55 go24 qiu55 cong55 hogs loll
(‘Those who sing in serials sing Southern Min”)

%1% hed5 he55 (‘yes yes’)

SHETERR R N e & LB gu55 so31 ngaill deu24 hag? ga24 nginll dong24
voi55 hi55 gong31 hog5 lo31 a (‘So we, Hakka people, are good at speaking Southern
Min’)

B N Fehit S 5 hogl lo31 nginll voi55 gong3l hag2 ga24 fa55 qiud5
dong24 nanll a (‘It’s difficult for Southern Min people to speak Hakka!”)

Subtopic 2: You are good at speaking Southern Min

DU11:

DU12:
DU13:
DU14:

DU15:

FARBETEBEIR ge55 ngill hog5 lo31 me55 dong24 li55 hoi5 o (‘You are
good at Southern Min”)

s voi55 gong3l la (‘[1] can speak [it]")
SR voi55 gong31 la he55 lo (‘[You] can speak [it]”)

SR E S gong3l gong31 mll voi55 dong24 vad5 liu55 la (‘[1] cannot
speak it very fluently”)

WA npe- (‘umoum...’)

ES

[

Topic 1 “Speaking Hakka” was the common property shared by Subtopics 1 to 5.

Subtopic 1 “It’s difficult for Southern Min people to learn Hakka” described the unfair situation that it

is easier for Hakka natives to learn Southern Min but not that easy for Southern Min natives to learn

Hakka. What the speakers focused on was comparing the scenarios, so it was not appropriate to classify

DU3 and DU4 into another subtopic different from Subtopic 1. This part was approved by the two

independent annotators in our boundary segmentation evaluation experiment.
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Subtopic 3: Hakka people are poor

DU16: #FTe8E hon gu35 so31 gong31 hon (‘So’)

DU17: BF ANFEZLBI hag2 ga24 nginll qin55 coi24 go55 a (‘Hakka people are very poor’)
Subtopic 4: Zhunan Hakka group

DU18: ${&M mil he55 la (‘No, it is not true’)

DU19: —JE hon id2 fong24 mien55 hon (‘On the one hand”)

DU20: {RIGEFETTES ngill qiong55 ngaill dai55 zug2 nanll (‘For example, I live in
Zhunan’)

DU21: {EEFZ N ga3l sii3] me55 hog5 lo31 nginll (‘There are supposedly many
Southern Min people”’)

DU22: 2 cog5 (‘Yes’)
Subtopic 5: Hakka people are afraid to speak Hakka

DU23: <B4 ZN1T>NEEN bai3 fengl zhil liud shi2 ge55 hag2 ga24 nginll (‘About
sixty percent of the Hakka people”)

DU24: THEGER mil gam31 gong31 hag2 (‘are afraid to speak Hakka’)
DU25: {4 he55 a (‘Yes, it is true’)

Topic 2: Policy related to Hakka people
Subtopic 1: Minister of the Council of Hakka Affairs

DU26: EREHTFES<EE% R >hon ia3] bai3l siill ho31 ded2 yed ju2 lan2 hon (‘It is good to
have Yeh Chu-lan this time”)

DU27: 1% he55 (‘Yes’)
DU28: fEfE an3l ngiongll (‘What’)
DU29: < FZ & FF> ked jial hueid zhu2 wei3 (‘Minister of the Council of Hakka Affairs”)

DU30: (EfH{4A<ZEFZGT EZFH> gill mll he55 ked wei3 hueid zhu2 wei3 (‘She is not the
minister of the Hakka Affairs Council”)

DU31: [EEF 5540 gill i31 zo31 qin35 zo31 he55 la (‘She was once the minister”)
DU32: {4 he55 (‘Yes’)

Subtopic 2: Democratic Progressive Party (DPP)
DU33: & NigEs# gong3l ha55 bai3l gong31 (‘Speaking of”)

DU34: BEEEEEFE hon an3l ngiongll minll jin55 dong31 0i55 ngiong31 e3l
gong31 hon (‘How to describe the DPP”)
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Understanding a conversation, for both humans and automatic systems, is to steadily
obtain new and recurrent patterns of information about social interaction, linguistic content, and
speaker intention. Judgments and annotations that refer to previously uttered conversational
speech data are in fact indirect evidence of language planning processes inferred from the shared
information between conversational partners. Nevertheless, a representational model, as we
have suggested, provides a hierarchy of discourse components within a sequence of verbal
interactions, and DU-initial cue words can be used to tackle the rhetorical relationships between
the uttered propositions for linguistic research as well as to heuristically identify topic

segmentation boundaries to enhance semantic understanding in natural language processing.

3.2 Interaction and Linguistic Patterns

Within the interaction that occurs during a conversation, new and recurrent topics and subtopics
may be initiated by non-responsive or responsive actions. Tables 5 and 6 summarize the results
of the DUs in terms of the three DU types, clausal, non-clausal, and fragmentary, divided into
two interaction categories, non-responsive and responsive. Please note that if the discourse
meaning of a DU was incomplete, that is, the speech content could not be clearly interpreted
and specified, it was classified as a fragmentary meaning. The DUs whose discourse meaning

could be clearly identified were divided into clausal and non-clausal meanings.

Table 5. DU types used for topic initiation

Con. 1 Con. 2 Con. 3 Con. 4 Con. 5
F M F M F1 F2 F M F M
Meaning Form Non-responsive (37)
clear clausal 1 2 2 4 1 7 4 3
clear non-clausal 1 1
incomplete  fragmentary | 2 1 1 1 1 4
Speaker’s DU proportion 33% | 67% | 75% | 67% | 100% | 89% | 50% 100% | 100%
Meaning Form Responsive (18)
clear clausal 4 1 3 1
clear non-clausal 1 2 1
incomplete  fragmentary 2 2 1
Speaker’s DU proportion 67% | 33% | 25% | 33% 11% | 50% | 100%
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Table 6. DU types used for subtopic initiation

Con. 1 Con. 2 Con. 3 Con. 4 Con. 5

F M F M | Fl F2 F M F M

Meaning Form Non-responsive (158)
clear clausal 9 11 8 9 8 17 18 7 13
clear non-clausal 6 1 1 3 4 1 1

incomplete fragmentary 1 10 3 2 5 3 6 1 5 5

Speaker’s DU proportion 60% | 78% [48% |41% | 76% | 92% [48% | 7% | 93% | 86%
Meaning Form Responsive (98)

clear clausal 10 2 7 10 3 2 23 | 11 1 3
clear non-clausal 1 5 5 1 2 2

incomplete fragmentary 3 1 2 1 2 1

Speaker’s DU proportion 40% | 22% | 52% | 59% | 24% | 8% |52%|93% | 7% | 14%

The overall results showed that clausal DUs were the most frequent forms in the
conversational data (32/55 for topics, 170/256 for subtopics), although spontaneous
conversational speech was expected to be fragmentary in terms of syntactic structure. The
results support the notion that complete and coherent forms are favored in producing a locus of
interaction and projecting the speaker’s actions (Thompson & Couper-Kuhlen, 2005).
Fragmentary DUs that had a less clear discourse meaning were actually in the minority,
suggesting that when the speakers intended to initiate a new topic or subtopic, the action was to
some degree already planned before the topic- or subtopic-initial DUs were produced. Our
analysis also showed that the proportion of responsive DUs used for topic shifts (33%) was
slightly smaller than that used for topic drifts (38%). This implied that even though we
segmented the conversations into coherent topics and subtopics with different degrees of topic
continuity, it was nevertheless essential for speakers to provide reactions that responded to their

conversational partners’ previous verbal actions.

It is noteworthy that backchannels normally refer to short utterances that are produced by
the non-primary speaker or the listener when the front channel is occupied by the primary
speaker, according to Yngve (1970). In the Hakka data, backchannels such as particles and short
replies (e.g., " nand WE o) also occurred at the topic and subtopic boundaries, and they were
used to initiate a new discourse segment while responding to their conversational partner at the
same time. The categorization of responsive versus non-responsive DUs contributed to an
understanding of conversation interaction. For instance, the male speaker in conversation #4
started 93% of the subtopics by responding to his conversational partner’s previous reaction,
whereas the other speakers in the data mostly initiated subtopics without directly reacting to
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their partners. The distribution of responsive DUs between the two speakers in the conversation
was regarded as an indicator that represented the speaker’s interaction pattern for participation
behavior in a cooperative context. Currently, we are not yet in the position to claim that this is
an effective indicator. Nevertheless, we have shown that in addition to linguistic patterns, the
analysis of boundary DU types provided insight into the social interaction in the conversational
discourses.

4. Initiation Cues in Hakka

Cue phrases in a written or spoken discourse in general refer to connectives and discourse
markers that designate relevant positions for discourse segmentation and interpretation.
However, to what extent discourse segments of a broader scope, such as topics and subtopics,
are signaled by boundary cues with a similar function as cue phrases has not been thoroughly
studied. In this study, we attempted to obtain an overview of boundary cues that were
recurrently used to initiate topics and subtopics based on the annotation results of the topic and
subtopic boundaries.

4.1 General Types of Boundary Cues

Cue phrases are considered pivots that deliver, change, and return linguistic messages. In
particular, they are used to signal the speaker’s intention for language planning and to attract
the listener’s attention, given that the coherence relationships between the already-expressed
and the to-be-expressed propositions are intact. They may also be regarded as a type of discourse
marker. Different from the conventional notion of cue phrases, strong and weak topic
boundaries can be signaled by linguistic forms of different lengths, such as words, phrases, and
clauses. For instance, {EZR## le ngaill lau24 ngll gong31 le (‘let me tell you’) and {E&
o8 ngaill voi55 gong31 (‘1 would say’), produced at the topic and subtopic boundaries in the
data had a function similar to that of cue phrases. We tentatively included the whole expression
EEYrsE and {E2 % in the category of “empirical marker.”

Table 7 lists the types of boundary cues that were used to mark topic and subtopic
transitions, in which the lexical chain of a new discourse segment with either a broad (topic) or
a narrow (subtopic) scope occurred. Some of the boundary cues were language-specific
characteristics in Hakka and thus worthy of further investigation. In general, there was no
significant difference in the distributions in terms of topics and subtopics. Noun phrases were
mostly preferred for initiating topics and subtopics in Hakka, followed by connectives. The
particles identified in Table 7 were not used as backchannels but instead served the discourse
function of preparing the listeners for the upcoming discourse segments by signaling new
information that could change the topics or subtopics. Future studies should further investigate

the intonation patterns of backchannel particles and initiation cue particles to elaborate the
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relationship between discourse functions and phonetic forms (Hirschberg & Litman, 1993).
Empirical markers and negation markers were also identified as boundary cue types, but they

did not appear as often as noun phrases, connectives, and particles.

Table 7. Occurrences of boundary cue types

Types Topics Subtopics
Noun phrase 16 (29%) 96 (38%)
Connective 21 (38%) 83 (32%)
Particle 13 (24%) 42 (16%)
Empirical marker 3 (5%) 26 (10%)
Negation marker 2 (4%) 9 (4%)
Total 55 (100%) 256 (100%)

4.2 Analysis of Boundary Cues

We depicted the topic development and speaker interaction in the conversations by topics,
subtopics, and DUs. Utilizing this representational format, we examined initiation cues at strong
and weak discourse boundaries. Different from the typical English cue phrases in Table 1,
Hakka conversations do not exhibit a strong tendency to use specific groups of cue phrases that
are in turn used to mark the locations of topic transitions. To gain an overview of the discourse
functions of initiation cues in Hakka conversations, we conducted a pilot study. Referring to
previous studies on connectives and cue phrases, we attempted to clarify the discourse functions
of the boundary cues included in the results presented in Table 7. We did not implement any a
priori restrictions on the length of the linguistic units, such as words or phrases, but mainly
referred to recurrent patterns to specify their discourse functions. The results summarized in
Table 8 are exclusively valid for our data. Herewith, we hope to provide a preliminary system
of initiation boundary cues in Hakka conversations that can be further specified in more detail

as well as more types of speech data.

Initiating a new discourse segment by specifying objects or qualities is a common practice
in Hakka conversations. This may well explain why many noun phrases are used for topic and
subtopic initiation, in addition to connectives. Most boundary cues are used for both topics and
subtopics; however, in some cases that express concrete specifications of object descriptions
and qualities, they do not occur at topic transition positions but are exclusively used at subtopic
boundaries. We observed that boundary cues had the function of attracting the listener’s
attention for a topic transition. When combined with the use of lexically explicit discourse
markers, that is, with a clear correspondence of function and meaning, the transition of topics

and subtopics was successful and proceeded fluently within the conversations.
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Types Functions  Boundaries Typical Boundary Cues®
o Topic  SEEE teull bai3l (‘before’) i& | lia31 ha55 (‘now’)
Identifying ep—— - - ——
time Subtopic SERE/UHME teul ] bai3l/teu55 goll (‘before’) iE |
P lia31 hass (‘now’) T ged5 had5 (‘that time”)
. Topic  {E gill ge55 (‘his’)
Identifying v - . -
objects Subtopic BH a3l deu24 (‘these’) % gedS lu55 (‘that
road’)
*:‘;,‘ : : 3 s ‘g .
Noun phrase ldentifying Topic 2 fir gaz5.f vui33 (‘that place’) {RiE ngll lia3l
L (“your place’)
places Subtopic {EMENL gall ge55 ia31 vi55 (‘his place’)
Tobi R ngll (‘you’) (& ngaill (‘me’) {E gill (‘he’) &
o OPIC s yoqill den3] (‘we’) % ge55 (‘that’)
Identifying N E 17 (S 7 (he’) [E
persons {1k ngll (‘you’) {E ngaill (‘me’) {E gill (‘he’) {E
Subtopic % ngaill den3l (‘we’) 3% ge55 (‘that’) iE ia3l
(‘this’) 348 ia3] deu4 (‘these’)
Explication, Topic  FATLL s031i24 (‘s0’) KBy in 24 vi55 (‘because’)
clgriﬁcation, Subtonic FTLL so31 i24 (‘so”) AT gud5 so31 (‘so’) Rk in
inference P 24 vis5 (‘because’)
Topic  #H3#8 mll go55 (‘but’)
Contrast - : -
Subtopic HEi# mi11 go55 (‘but’) AJZ ko3l sii55 (‘but’)
Subtopic I na55 (‘that’)
Topic change  Topic & . L
subtopic ge33 (‘that’)
Topic  #&ik go35 ted2 (‘then’)
Connective Sequence . BT go55e31 (‘then’) # go55 (‘then’) ZR{% ienll
Subtopic ,
heu55 (‘then’)
. Topic  #& hanll (‘also’) #BH hanll iu24 (‘in addition”)
Addition —
Subtopic = hanll (‘also’)
HE‘ . .. o N ’f::E‘y .
Topic H E\’ kill siid5 (‘in fact’) &2 an3l do24 (‘so
Concession many’)
Laboratin. HEF kill siid5 (‘in fact’) [ ga3l sii3l (if) &
Subtopic an31 (‘such’) E{#E gam3I hanll (‘could it still be
said that...”)
Relation Subtopic {4 giong55 (‘like’)
Elaboration, Tobic &
Particle clarification, PICE pon 12 ai N2E aio W a U o W& n I jid 22 e
. subtopic
reaffirmation

¢ The boundary cues were transcribed based on the Sixian Hakka dialect.
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HIAEE qus5 so31 gong31 (‘you say, so say’) {EZMK
5% le ngaill lau24 ngll gong31 le (‘let me tell you®)
EErs# ngaill voi55 gong3l (‘1 would say’) #tz#
Empirical qiu55 gong31 (‘just speaking’)

Topic

Topic change

marker EFEEE ngaill qiu55 gong3l (‘1 just say’) | f8Ez%
. ha55 bai3l gong31 (‘sometimes speaking of’) Hk:H
Subtopic . o - .
qiu55 gong3l (‘just speaking’) {R7F&E ngill kon55
(‘you see’) ¥ gong3l (‘saying’)
. . Topic & ” (o g o
Negative Negation subtopic % mll he35 (‘not’) i moll (‘no’)

5. Discussion

The semantic structure of conversational discourse needs to account for the macrostructure of
the discourse and the social interaction between the conversational participants (van Dijk,
1977b). References to a given discourse referent may constantly change along the course of a
conversation due to spontaneous language planning and speaker reactions. Therefore, sentence-
level distinctions of topics and comments may not explicitly or effectively apply to
conversational discourse descriptions (van Dijk, 1980; Asher, 2004). Our analysis of Hakka
conversational data revealed that linguistic forms represented in terms of predicate-based DUs
were useful in presenting the quantity and the quality of content across the subtopics. Subtopics
may be more closely connected with the constructional form than a broader sense of discourse
segments, such as topics defined by lexical cohesion and coherence relationships (Halliday &
Hasan, 1976; Morris & Hirst, 1991; Harabagiu, 1999). Likewise, the distinction between
responsive and non-responsive action types, which is important in interpreting the social
interaction of participating speakers, is also more conclusive at the level of subtopics rather than
topics (Hobbs, 1990; van Kuppevelt, 1995a, 1995b).

Mann and Thompson (1988) proposed rhetorical relations of propositions. If we had
intended to apply the rhetorical relationship approach to decompose the content of the
conversational discourses into a structured organization, we would have needed to be equipped
with a sentence-comparable unit. We adopted the concept of DUs (Grosz & Sidner, 1986;
Polanyi, 1995, 2005; Tao, 1996; Prévot et al., 2015) to construct elementary units with which
higher-level discourse segments could be built. Our results showed that DUs were effective
means to link boundary cue types through discourse organization. For topic and subtopic
initiation, clausal DUs are preferred (Thompson & Couper-Kuhlen, 2005). Discourse is
organized based on coherence relationships that construct the “aboutness” of linguistic
segments. Specifically, clauses were proven to be interactionally accessible units in our Hakka
data, and our results in Tables 5 and 6 support the notion that the Hakka speakers in this study
preferred clausal constructions as a linguistic strategy for topic transitions. In addition, the
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discourse meaning of the DUs at the topic and subtopic boundaries also tended to be complete,
suggesting that the speakers may have already completed their language planning before they

produced upcoming topics.

Givon (1983) and van Kuppevelt (1995a) both proposed a hierarchical structure of
discourse topics, with Givon emphasizing a horizontal relationship between the preceding
discourse contexts and the current one, and Van Kuppevelt proposing that a discourse is
decomposed into discourse topics, topics, and subtopics. According to Givon (1983: 12), when
“lookback” is employed as a measure of topic continuity, the upper limit is 20 clauses from the
previous occurrence, depending on what “the speaker makes about topic-availability to the
hearer, involving the transition from ‘availability’ or ‘identifiability’ to the more neutral
‘continuity’.” It is empirically practical to rely on the principle of continuity, rather than that of
discontinuity or disruption, when carrying out the task of discourse segmentation. We proposed
a similar, two-level approach for describing discourse organization and topic development in
Hakka conversations. The topics and subtopics were mainly identified according to topic
continuity and coherence relationships. However, to achieve an understanding of the interaction
within a conversation, it was necessary not only to examine the components and their
relationships but also to reveal their discourse functions and the social action of the speakers.
Our approach preliminarily proved useful in accounting for the linguistic characteristics of the
use of DU types and boundary cues. To study speakers’ social interaction in interactive
conversational speech also requires cognitive accounts that consider the intention and attention
status of the conversational partners. That is, a mechanism that provides a link between
cognitive states and the corresponding language production is needed (Stede, 2012; Todd, 2016).

DUs, as proposed in our approach, may serve as an adequate unit for this purpose.

In the current study on Hakka conversations, we started with the discourse segmentation
of the topics and subtopics by applying lexical cohesion analysis. The DUs were identified by
referring to the availability of predicates, subjects, and objects according to surface structures.
Following this line of data processing, we further specified the discourse functions of the
boundary cues to initiate the topics and subtopics. The topic boundary cues were not limited to
the specific word category of “cue phrases” but included word sequences that were recurrently
used for topic and subtopic transitions. Not only were connectives and particles commonly used
in spoken discourse, noun phrases that specified physical objects and qualitative properties were
also preferred at the boundaries across topics and subtopics in the Hakka conversations (Tao,
2020).

6. Conclusion

Shared knowledge and semantic coherence are required for the successful execution of

conversations. Dynamic changes in coherence relationships in broad and narrow senses
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construct the building blocks of conversational discourse. We pointed out that predicate-based
clausal accounts of DUs are an operable means of bridging information-based topic
segmentation and form-based lexical processing. More studies are needed to account for
linguistic properties that are directly related to social behavior, such as an effective means of
making discourse segments coreferential to one another, including the use of words, sounds,
prosody, and non-verbal elements. We proposed a hierarchical schema to analyze the
macrostructure of conversations consisting of topics and subtopics represented in terms of DUSs.
Systems with more levels of discourse segments are also possible, but according to our results,
the subtopics were robust units with which interactive patterns of the conversations were
reflected and described. Further empirical studies examining the relationship between discourse
segments, initiation cues, and phonetic forms are needed. To meet the goal of understanding
and representing a conversational discourse for humans and automatic systems, it is necessary
to engage in interdisciplinary collaborations to develop applicable data-driven methodologies
for the automatic extraction of coherent and cohesive relationships between topics, as well as
sensible mechanisms of cognitive devices that represent the intention and attention states of

conversational partners.
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Abstract

With the rapid development of information technology, the Taiwanese government
has launched the Public Policy Network Participation Platform (Join Platform),
which allows citizens to start and support a petition online and voice their opinions
regarding public issues. The aim of this study was to apply the method of move
analysis to investigate the text structure and linguistic features of the online petition
genre. In total, 40 online petition texts were collected from the website and compiled
into a corpus using the AntConc application. The collected texts were then annotated
with reference to the four moves of the Situation, Problem, Solution, and Evaluation
textual pattern and the communicative acts in each move. The results showed that
the distribution of the moves varied across the articles and that the communicative
acts in each move were represented by high-frequency words. The findings of this
research will thus serve as a basis for future applications, such as computerized data
collection, automatic annotation of rhetorical moves, and judgment of
communicative acts in texts.

BRgEGE © SOt~ BRE-ARDT - BUREWES - 58817/ ~ Join ‘P2

Keywords: Move Analysis, SPSE, Policy Argumentation, Communicative Act, Join
Platform
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recommendations > DL J¢ 5 B BhEalAY5e e B E o 5a By > 4 recommended 1 proposed -
55—7J7 M > Charles (201 1)f5H} » F3ZHh Y45 SR RIlE (adverbials of result) » 401 thus » FIFEHT
/5 (adverbials of contrast) » 41 however » .5 122 fiiyam 5L T — L5 A AR AL [EIRE-fEE TS
BERHVRESCE - AR BT - Al QOI3)PEET T R RSO " R T ) 24
HHHY S FETT Fy(speech/communicative act) » #i#&3R - FIRERIE 708 2 [/ A BERNZ=
£ MESCHH » A EMMISEEE0EET A BELIEE—H 1% - Fla
RSt A & Al (informing) ~ FF{E(evaluating) ~ FEM(predicting) ~ i (explicating) A1
R (making concessions)ZF AT Ky » 1M 5 CH R RIE 75 B #it ) (direct statement) ~ 7 {sE4)
(imperative) ~ BIFHELESHIHT A ESE -

AT REIA T Bl se z2 i X2 e SRR T S EE R 4am b0 T RIRE-ARTT |
ZERE o] DAE FITERT 2 R B SCRS N B fE 825317 o (Hoey, 2001) » FL & 22 iR &5 (Flowerdew,
2003;2008) ~ RHEETRSE 5532 (Charles, 2011; Heffernan & Teufel, 2018) ~ & & 55 (E(Al,
2013; Belmonte, 2009; Ratanakul, 2017) » & £ FEE 5 (Hoey, 2001)ELE2 7778 5#% (Ratanakul,
2017) > e LA BARFI 2 SCRR e T MR- 77 )35 (8 SO0 2R R B8 S M DA R e P [ > B0 -

"RRE-fE DT ) ZEREIIHSC R R - BIERAE RSOt - P R E g B E E ST
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RN 2B o FIA07EE R B ERR E (Flowerdew, 2003) ~ E2F:} 5015 (Charles, 2011;
Heffernan & Teufel, 2018) ~ 355 % BLELMN % SZ{E(AlL, 2013; Ratanakul, 2018)% 5% » f It H[
o TRIRE-ETT ) EESCE R R AR TR R RN 1 E -

2.2 XHHHISEET R (Communicative Acts in Moves)

Sae {71 FyHEm (Speech Act Theory) & FH UL #2252 John Austin FirH  FTEEHV S BT Ry
TR R HRE S LB R s E B E &M R B B 0T Ky - % e E R sRsisE s
M E BT RVEZME - Austin (1962)KZ BT ANERHREEZFE T - ERTR
(locutionary act) ~ S4MT As(illocutionary act)f15 1817 Fy(perlocutionary act) =EX - SN
TRtEsEEEFTEHIEES ~ X BIMT RfaRE RS RENLEIEREZE
SRIT RIS BT - B EN S IMT BT S FE - El— AN S5
17 Py R e 5t 2 PR S 2 e )7 e = g A -

Searle (1976) R 56 HY B B BLER 5E N 25 77 il B # 5 5817 Fy(direct speech act)F1
I # = 5B 1T Fy(indirect speech act) - H 5 5B 1 f (0 HT TS &5 (performative verbs) B #:5%
K B BIE - B BE o o IR FEE  MEEET R EEREE
EREOEHEIERE - @G0 "HITHRES o ) A TR R KRR
[EWF - FEMHERER T - sish B ol DIt " BEA R - | B EH KEE -

ST R R oy S BT Ry B S (e A RS P N S RE T R -
FHIA ST AR i A LA By H VHY E 5817 Ry(Hyland, 1990) - (RIEEPRFTSCE RV E 6
1T R AEE BT E B E B ST « AL QO13)ERET T RG M R SUA T MR- )7 | 2444
TRV ERE S RE(T R T2 R B iETT B(communicative act) » MBI AFRISCE » K EHEH
NEW ER SR M T R 0 B SCP A £ 4 (informing) ~ 5F{E (evaluating) -
TEH(predicting) ~ fi#FE (explicating)f17E % (making concessions) ; "5 | S #E A H il
](direct statement) ~ ¥f7{ &) (imperative) ~ BAFFEGE SIS FN S B BETR -

HIELTTH - B SCPNEET A2 M8A —H—aVHERM% - (HE R EREEEL—
NERE U - SEBT RS - AR SO BT R - EE P
SRFEHIAR FE AR S E RIS -

&5 G LT RRI SRR - ARHFFEAEEST Join V2 IR EASCEE/EANMIEA T R R
030 e RO - R RGTHERE - BRSSO SR BRI i &SP
FHEE SRR SEEEA OO B EEET Ry 2 IRV BRI 4 -

3. W5 /A (Methodology)

3.1 ERIKIJE (Data Source)

REFFEAN IR 2R S EE » TP AT R & SO U S EET Ry o RIELL T ASREUR
Mg 2B1F-2Z | (Join F2) BIAFREZE - WERRKIIRE B ZBUNEIEZ NE - i
TRERT ) ETHIIAEHI R ARMIBCE IR - BITRUERE - KERPITE - S
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EERILIEE > BIATECE - HARKUE » BUFRE—E R E N EECR A AR -

RENEELTT  WERR - 5 118 AREERE > BRI ZRE
ERNENAEERE T IREA SRR R & B 8 WORE 7 o TE R Join
SRS T EERT ) HIAEEERE -

LL OB\ L G N

2021-05-15 Exa5043 a2 1058E
FRit#- ARAMARKRSRTE » PREFERIREHERRRIBLE A EARBLATEMNT
il -

2021-05-13 e 5025 EHE S osnEs
BAHEARE  AENERLEEAEEEE TENSEEE '2HE) SRRGNE  BITRREE -

2021-05-11 EwE 5124 ErE S 103REs
BB EUTRRS B R R S S HIMHAT EAM LR

[ 1. Join FEE7NE
[Figure 1. A Snapshot of the Join Platform]

3.2 EFHEE (Data Collection)

AWFFEFIH Join P2 ERJABHEEN - $EELE 2017 4 10 H 2 2021 4 6 A > BUFC4

IESCEIE Z BB R 148 Al > FE T BEREE - (N AR E eI sl E T E

ERBERE SRR, W HERSCH o MRRESS BRI E » HiMsEERNE | IE#EN

FEGERAREIH ) KT AR IS R 250 I BIFRFEONE ~ SRARERYICE

W ABRSCE o AT A A I A S AL A > AR SRUNEE 40 RITR RS R MR
RANBARATIR

EFR EERBASHRRENVZFT - BIEEERIRVERE  SARPLRBYOANGS - AT BERRADLA - it
ARNBRARRRNAZRDRABIEREZAR «

FRERFRZBBURABAHRBRBEREEER T - ASRBNARRE > RRRSAETDRERTERPHNERBLRNN
HF > REARBIKBRERZ - 19 EFRAERERELXSRPRER » RGTEERAWERRENBIEERRR - 2T - FiH§
B2 RRTBEZRARESEL  MERBEFTERAT-ABZRR  BA  NMERFEX 2 HAERBRBSHBRRBERLR
BHTAEEER 2L ERBRA -

SEEME1998F 2000 FBMBIERLFE - BEHI) B RBRBZEE > UR2006FHRER  BARBRESRCRR
ZTEEHE" FUSSBALLIST ZUKUNFT' » BRABOFSRBHEH 27TR » REBTE)EHERS - BHBARRE T RARVBKE
BRHRRAN - ENEPRRARBLZMOSERL  YRET X7 RRRBRARNZEBALRVMH - BF  HERBNRE  th
HARREEN2014ERTER - 2016BMTERBEANES

R EEAREEERRANENRHERRBES  ARABARKERIRSATE  BREARGWRL TR B BEE
BPRBRZBRREY - TRAZZEPRRERGZREAL  BRRRBREATIBNARDS - NTEBLAER - AR
BHERRRBABBHABEAAMSTERIG(E « REBA - 3 - REMAS)LANSRIE  BNZRVHZREB 2T -

8 2. I EE R E TR
[Figure 2. An Example Text in the Petition Corpus]
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2 i &7 BRI A S B DU 3 R AN & B R Y s S B -

RUNTNRATR

ADRRRNFHRARE  BFRDEASREFER  AR-RKOBHZH - TERFRRN  FFRE A1 JFET) - BARHRE....
FKENRR > BETRERBBRAENZ  RA-BINRRENTRRY  MBEE R2) » MRRRE) - TAGRE)
IZERZE) « RER2) .5 ENEORPIEETR  R2ORK

BERRORRRGERBOR RGN -

FImRER
BARORRRROAW : KHREEWMBH - FRROWAHBH -
RRERFFHVROZRZZARTEOEN  ARRTE BOR AL - BERRRAKZRVARGREERENRRRYZR

BHR AR DERZRERRNE  AREE AEREFEEIEFENSA  RURERRREAROMESE -

16 3. HFEASE TR A ERTED]
[Figure 3. An Example of Texts Not Included Due to Word Counts]

3.3 EREE (Data Analysis)
fifi 138 1& Y S LA Excel IEZEfEF © H 5% 55 —2P (] CKIP CoreNLP {3 &lirad] - 55—
BT Z HlE B Y DONTRERE T8, ~ TR, - TR, - TEHE ) IR
o SUPHIETEAE S R Hoey (2001:123) 7 /3 JEREEFIZRE] © (—) ~ TIFR , 00 1 i@
WAL SCEREIE A5 S 0 B/ MR - 8 THESR - fl 1 Y2 sEE A was
once a teacher of English Language.) - ( —) ~ TR | 30250 @EREEE N - B
HEFE H B ATB IR S SR ARANVERE - §1+ - A—REBAMAIRKRAE Bt~ g&
24,5 (One day some students came to me unable to write their names.) - (=) ~ "f#E} |
ST T NV RESEIAR R BT T AR o B - PR IR MM 43 T SCAR (T taught
them text analysis.) - (VU) ~ "3HE | 300 @ SEEEETEENGS - HA R Z R ARE
H o PERARREE B+ IRAEMAFIEN AE 55 /)\a (Now they all write novels.) ©

1T HESH FFRIREERRERE L | | —SUERCE SRR - fiat&
SCPIESCE R HIAGEL
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B F

# 1. LB
[Table 1. Examples of Each Move]

g B
5
LBTEER » (CE AR SE - 26 - E - B ARSI
RS BTE | EE e 1 9 8 0AERT AR ML o WAL, - FEARET
(EREIE T | BRI , -
SRR
SRR S - B LB SR - . 2HE
BB 45900 0 LM AR - 5 H B - ARG B
EBRFATES L > AR LS. 2 00 9 LTRSS
BERERSHIE AT | 6 5 5 SEARRE - IR N AT SR, AR -
BB | HiE s R SR T s e | (RS
RSN | AT LR S IR - W 20 B R A G0 5 i
e VB A BB T BT » AR S KA MR (A EF AR
% °
BT e 1 - SRMECIURE TOIELE | BEE 1§ TR T
s | BB WL TRIELE  EAR TRBDE, WS TER
g | VO - 2 BRATEOSEE OB A LA A - AR
=77 ST A2
;;1_ Fﬂﬁ% AfTﬁEfﬂ&%/&ﬂ—\‘
| LRI BRI TR - B RER b R
; F L IR-E AR TR + SR M LU TS - (R
s ety | ML RSO © B N RISV - EARBRAL
i R T TR R 2 » 043 S 2 AR A A B e
SO AT (4 ES R B -

SERCCE IR TS ERT R ZAERC © AUTSTIEM AL Q013)FTiEth Z ERESRETT

B - 4 R By ¢ B#tl (informative) ~ (B (evaluative) ~ ('8 (assertive) ~ fiEEFE (explicative) ~
TEH(predictive) ~ #f7{s (imperative) ~ EEEZ (comparative) ~ ¥fEE(contrastive) ~ 25 ((concessive) »
73 ¥ (classification) ~ $2ff(questions) » AT ST HATERET Ry o MR Ali (2013) oA
FERTE B SR T RIR SR -
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2. Ali (2013) BE/ES7ET %
[Table 2. Definitions and Examples of the Communicative Acts Based on Ali (2013)]

H#FSHETR TE B
FEHEICREN ~ (T REUEE -

o i Bl (B2 RIOTRE » ISR A B 5ERAET  shOM NI 1
4 > BAUGHLE -

ST HET - BT - BEEHEEER -

i Bl ARAE R AP REY -
. BB E L B B -
By« e B FTRR Z BRI o e R R A O T s -
- (R ~ AR -
Bileg - BlanEE R e AL B R B E a2 /e -
— tei s AR TRENE -
BIe) © EERERRIS B S EIPRH R B
PR ~ 2Rk EEREREK -
i Bl S RAT BB & Y W ERE T I AR SR e e B
. AR EIRVERE R G UL - BhAH F B 5 2 R -
BIey - ERVEAE RSB - B SR & R A E Ry KR BTt -
- A O {18 S T 25 B R L (CIEE
BiIe) « Bz B EAERERTERS - NECREETUR MR -
RIS T BN BRI AR 4 - Hh—IHEE W gE IR ey
- AR ECE R Z ISR -
Bleg - bR T RIASRERIEST LRGP RIITT RIiE AT 8
EH LB IARIS B ER TS -
e HRIGRE (AR B U R e R P03
By - HEARURMR « K EEEFEE ~ AN - MEENRS -
fEhSER - BHEEUEA R -
e

BIe) - HEER A S — R RARRIE LS 7

AWt FEEM AntConc FEH EHE R R X P TWHA &AW S M
(https://www.laurenceanthony.net/software/antconc/) » 73R ZE X H AT EFMN S BT A °
4 Ryl AntConc #RAGAR 58 5271 I ERIE] -
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' fEf(Na) + (COMMACATEGORY) fi(Nh) WM(VE) BUR(Na) (D) B%(VC) BM(NC) RE(VH) HE(Na) MRS solti
2 ME(A) BEB(VH) FTM(VK)  (COMMACATEGORY) #(Cbb) (D) &(P) MM (Nc) ME(VC) B (Na) WiHiksout
3 #fl(Na) - (PAUSECATEGORY) HM(VAC) EX!B(Nc) R(Da) [E(D) ARI(Na) H(Caa) WA(V) HI(OE) WSk soluti
4 ) MING) K% (Na) - (COMMACATEGORY) (VM) #(Da) C) W(Caa) WAL(VC) 18U (Ne) Wi HEsoluti
§ ) BBVC) + (COMMACATEGORY) KK (vK) B(Ma) B(D) %(D ) ) (PARENTHESISCATEGORY) ##(vc) ®(D) AW( Wik soluti
6 ) )PARENTHESISCATEGORY) RIE(Na) « (COMMACATEGORY) I C) #&W(Na) [(PARENTHESISCATEGORY) 1(Neu) ) MRSk solti
7 ) +(PERIODCATEGORY)(3)(Cbb) EM(VH) EIRI(Na) WR(VK) (D) (V.2 WRI(NY) fEA(No) B (P) Wik soluti
8 da) | (PARENTHESISCATEGORY) + (COMMACATEGORY) M(D) (D) HFIR(vk) HE(Na) AM(vH) BE(VC) «( KRRk soluti
’ (N¢) BHR(P) WR(Na) WE(Na) WER(Na) (D) WE(VH) REE(VA) BM(N3) BE(VC) Wik it soluti
10 (Na) W(Nc) MEI(VE) vegan(FW) HR(Na) (D) ME(VC) KBS (Neqa) H(DE) M{L(VHC) Wik soluti

11 DATEGORY) MRIFW) #H(VE) ' (COMMACATEGORY) 7#(Da) (D) HC) Bif(Na) R (Caa) Rffh(Neqa) Wikt soluti
1 (Na) #8(A) BBIVC) $IDE) AM(Na) (D) SM(V) MAI(Na) + (COMMACATEGORY) S (ND) 1FM( Wik soluti
13 | #9(0E) #M(Na)  (COMMACATEGORY) (VL) WIM(Na) (D) RE(D) WR(VHC) WR(A) HHB(Na) MRS soluti
1 (A) MBN(Na) B(0E) ER(A) REN(Na) (D) RIE(D) WE(V) HRNVC) MR Wik soluti
15 ) +(COMMACATEGORY) Hi(Neu %N W(Ng) ®(0) (D) HE(VK) B(VC) MEH(Na) H(Na) +( WS solt
16 (Nega) #(D) —(New) Mi(New) B(Nf) (D) MR(VC) -+ (PERIODCATEGORY) Ff(Cob) + (COMMACATEGO WiRFksoluti
n ) AN (COMMACATEGORY) fh(Nep) W(Na) (0) (D) M(VL) FER(VE) W(Caa) ME(Na) Wik soluti
18 ) B(DE) KE(VA) BE(Na) + (COMMACATEGORY) #(D) (D) M(VL) W&iNa) EEH(VK) FR(Nc) Wi soluti

19 (Na) B(DE) WE(Na) RO(Nc) HF (D) AR(VL) WA (Na) B9(DE) TM(Na) WRT i soluti

0 2Z(0E) WI(VE) + (COMMACATEGORY) WUM(VK) M&(Nd) 1) BV 2E(N) RE(VH) MRS & soluti
u (Na) HNa) BE(VC) HM(Na) 110) SIVE) WANK) BENa) R4 (Na) MR soluti
u (OF) ®R(Na) W(Caa) MA(Na) 7(02) & B(VC) MANa) B(E) & (Nes) MR K souti

[E7 4. (Z/H AntConc BA2I& 7 7T R 7R
[Figure 4. Concordance Lines of High-frequency Words Generated by AntConc|

E S BAUTZ AR E -

Al e CKIP CoreNLP HEFE Hoey (2001) A
fii 8¢ BT Ep TAESISPSE 4
I A
J#E F| AntConc
- AEERERE - % REFIALI013)53477
%ﬁ%@?ﬂ g%z&ﬁﬁ S ST R

[ 5. G rEE
[Figure 5. Flow-chart of the Research Process]

4. WHFR4EERELHT (Results and Analysis)

AHFFEULEE 40 FEHRZESCE » 48 CKIP Erali% - 4eEa%8EE 26,515 56 » AGEHFT Excel #E/THE
SCHIGRET - FIREUE R TR 3 - MRPFUR - WASCE AT SR8 K - TIEN ) &
1,806 & 5 TRARE | 517,347 58 TREDT ) EF 4,848 E 5 TEEE | 2 12,514 5 0 EEf 54,388
i o HoGASiR S sCh Ry TEHE ) o (LFETE47.20% - RERSOEE THE, 0 (548
FE2TT1%  FHER TETT ) 0 SRR 18.28% 5 1 T BN ) SCPRVEEEUR WA S
B/ VHY » FULHEEEE 6.81% »

ERREUTH » EBFEHREN 40 RIREPBEENSCE R "EHE ) - HegsCo Rl
FEHBES—RRES - THE, SCPRIR T 33K TE)T, SCPHER T 37/
T SOP RHEAE 30 R S E A -
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7 3. BEXEFHIEILL]
[Table 3. Distribution of SPSE Moves in the Corpus]

FRFEEGEL 40 7)

b - —

SH HEE% SOP IR R
155 1,806 6.81% 30
i 7,347 27.71% 33
fi#77 4,848 18.28% 37
HE 12,514 47.20% 40
3 26,515 100%

AWTFEHER Ali (2013) B S RE(T Ry TR FriS Y BUR IR 4- RP PR
FEEECCE T - BRACH R SO TP R (RS E1T R > AR EEE
"R SO R BT R R E s R R R EE 0 TRy Sk
FORE IR > SRt sE St . TRHE ) SCh B e - s~ ERE0ER
B o TAE Ali Q013)ATRFZE AN SEER T RIRE ) (RIAI (68 FIBRAL ~ PN S adb iE Sl 5 5h T
DA Ry Sa e - #EATRTRE RN Ry Al BT{sE R A R R i B SOA S R 22 22
K4 B P EHESETH

[Table 4. Communicative Acts in Each Move]

s L FIRE 9] #HH

BOIR g % KW % T % | K %
et 26 27.7% 55 19.6% 24 11.9% 89 16.9%
SHE 10 10.6% 50 17.9% 24 11.9% 97 18.4%
8 22 23.4% 71 25.4% 22 10.9% 67 12.7%
ks 16 17.0% 28 10.0% 22 10.9% 52 9.9%
FEMI 3 3.2% 10 3.6% 12 5.9% 56 10.6%
s 8 8.5% 21 7.5% 75 37.1% 86 16.3%
bz 5 5.3% 20 7.1% 11 5.4% 26 4.9%
HEk 1 1.1% 6 2.1% 1 0.5% 19 3.6%
%2 0 0.0% 7 2.5% 8 4.0% 13 2.5%
Ayl 1 1.1% 2 0.7% 2 1.0% 9 1.7%
R 2 2.1% 10 3.6% 1 0.5% 12 2.3%
It 94 100% | 280 100% 202 100% 526 100%
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PRl S 551T R > AWTSEtiE#E AntCone 15 & IH S A (frequency ) Bz =i HY
Al 30 & - BERAIT R 5 FoR o sAREORE SCE i e @ HIAT 30 56 LR > ik
P A R EOE AR - SR AR S S BB R A FrimE - LA
15 fERA R 7 (ranking) =5 % 258 SOB Y @ MG - oy ATsR g d S Y SRE1T R o B
A AL QO)IEE > BEEREFMEANEREE - A7 EElA —20 BRiEE R
f#i(lexical features)if A —ERYINEELE - (2 SMHEEZ YA BT R AR H B S8 1T
Ry -

K5 BRI PIERELF] 30 5T
[Table 5. Top 30 Frequent Words in Each Move]

B il @77 SHE £
s GAMH | s MR | & M | FE& i | s FEE
(Y 50 19 266 (Y 138 iy 541 iy 995
Z 23 Z 89 Z 88 Z 140 Z 340
K 18 = 58 )4 51 1 109 )4 225
= 18 B 58 % 35 )4 101 s 197
£ 17 a3 56 & 34 H 95 B 185
BA 16 Yd 55 BT 32 = 84 H 177
Bl 16 1 53 it 31 N 83 b= 170
43 14 N 48 3 31 Bl 82 N 155
4 12 H 48 £l 29 5y 62 =, 137
K 10 £ 39 D 27 ¥ 60 i 131
LG 10 — 36 ET 27 i 56 b= 118
LA 9 % 33 H 26 | BIE 56 H 115
& 9 = 32 Y 25 il 53 E 112
V= 9 A 30 i 24 = 53 I 110
B 8 iii} 30 H 23 i 53 ¥ 109
=l 8 1, 29 HE 23 4 51 B 102
B 8 #h 29 N 22 DA 50 iii} 102
PEhsE 8 = 27 Fy 22 | BUN 49 bId 101
) 7 ¥ 27 | BEA 21 AE 49 td 101
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B % 7 EIEY)| 26 759 20 | EY 44 AE 99
THRH 7 HE 26 G 20 i 43 Bt 97
£ 7 ey 25 ED 19 | AE 43 — 92
& 7 By 25 1E 18 = 43 i3 90
— 6 DA 24 % 18 o 41 ANE 89
i 6 ANE 23 ¥ 17 =3 41 = 87
= 6 g 23 FH 17 — 40 i 86
XAk 6 il 23 % 17 ] 40 H 83
TS 6 i 21 31l %k 17 Gl 39 EJIE)| 82
FERH 6 R 21 B 17 N 38 S 75
iii} 6 e 21 H, 16 H 38 Gl 75

4.1 BMXF (Situation)

Hoey (2001){5 HHE R EERIATEES > BRSCH ROVETAE > A LZ A o >
"IN SOF - Flowerdew (2003) 888 T -7 ) BEEmARHE - 125 TAEN ) SCREEAL
ASCEBBEE A51E 0 B MEER - R PER SOy R E HIR B 2 A A
Eroheery T2y o TR FHRTAE RERRN PSR EERERENRE (2010)
FrE—&HR T2 FalFa iR RRAE - T2 (FR—(EHERERRNEE - I
AFEREE - BHE T2 FAATIH OB - ZiEgs | S0t S - 1
BI(HEL2) :

(D) TUFE R 5 LB E AR DR R R A B R AR R - B ER SR
[=]...

(2) HTEEAK - SFAENBEEFTEHE R OAEBMMEEZERI - LR ERERF AR
o> ESEER G R A TAE -

feRBEMAHEEM T~ TEER, ~ TEE) - TEE ) - BESERER
[RGB M 25 1 S A I A ZE PRREE - Rl R EE R B AR BE 5K - RIIE T +4F | S4EAEIE S
S IR REGERE 2 - fl(3)8L(4) -

) BELAZRENHFHEEZEEISLIAREZ UL BRE 20U F > A L
I FRARSIHLHE...
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(4) TEAR > FEFRRESHEZ RIS T > BEEE e BB R - %5
BESERUT RS -

bR T RA B A AR E VR DL - IR B AR T fEREEMR > Bt
Join “PENENEFHIILL TEHEBOR ) BEE - WEHETRFELSCT A AR EE
B~ BOR > #HE TN S T ERE BRI 2B - A BRI R FE A FE
EASSTM: © AR - RREFESCERERES AR MARFENARETEEER -
WwrE, ~ Ty > TRy W B TE ) B AREYRIARE  EF IIREA
B~ HEEE - NSRRI S R RIERER S > T+ ) GO HERRY AR
3L e

(5) F¥h > EE B REENBERLFENRE - WEZRESAGECHEEH -
(6) 25 221 fiR¥FN B2 LA ~ il ~ 20 - AR e M SO R 2 T AT Rk
RE 0 =L BRI AR -

BIERFEE 5 BRI RS TR RS ~ P8 58— B BB SR n) S (g /2 A PR L
BRI AR N S R A H B S aB T RV EE Y - BRI e S RET B RE
GIERRIEE R FREIIVES T (Vestergaard, 2000) - [& 6 B AW FtER4y "5, U
FIELTANREESET - W HIER Al Q013)fEHAY 11 TS BT R -

T SPEYEE

BHEEHE-F-BE- R
A (B) ~ 8- F - 0k

TR R
Bt T

TUHEENR | fSEE | = SUBMEMA - B |00 SR s
LOEEECRR |l BEECEE |L SEEEE B I.EﬁﬁéE‘$~
2. M ESE 0 EEMSEE |2 MRS )

Rl iz 1B 2 M EEET

R FELE BRI B

B 201 14E5p e N

Rfichs e kT %gg RASFEBT

B 6. I X ERTEE e SE T A
[Figure 6. High-frequency Words and the Corresponding Communicative
Acts in the Situation Move]
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AT > MR —RER R & B T, SO ARSI T, SUHE 40 R
=PI 30 5/ > BUREIAURIREST T o TN ) B AT AR SO © Hoey (2001)t
15 RIS ERYRESR - AU SCHROVAEE - MARZE AR > 41 ", 3P -
FERER P U S R B RN Ry T AR S R AR AAY R - AR g /A 1A
Sl SCYREEH - ETEEEE A TR SCEREEE - 20Bi(T)

(7) SHEENMEBORESIEE AREY - SeARRIFEAER T4UER4Y, KRBT
FSZ{F 6000 7T 5 FEEFEERES » (T E 2LV R R - -

4.2 EESF (Problem)

"R ) SCPREBEHEE RN SCY o SRR E T » EAE T NE R SRR
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[Figure 7. High-frequency Words and the Corresponding Communicative
Acts in the Problem Move]

4.3 2 (Solution)
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[Figure 8. High-frequency Words and the Corresponding Communicative
Acts in the Solution Move]

4.4 FHEP (Evaluation)
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[Figure 9. High-frequency Words and the Corresponding Communicative
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5. 455 (Conclusion)
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Abstract

This article will report the results of an exploratory project that combined the
annotation of the Problem-Solution (PS) textual pattern in online health news and
the quantitative and qualitative methods of corpus linguistics to investigate the
linguistic features of particular rhetorical moves. A total of 120 journalistic texts
written in Chinese were collected from a Taiwan-based journalistic website that
focused on providing news related to health and medicine and were annotated with
the four components of the PS pattern. To identify signals in the genre for the
elements of the PS move structure, an n-gram approach was then implemented to
extract frequent lexicogrammatical sequences from the corpus in general and from
the Problem and Response moves in particular. The results showed that the linguistic
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such as abstract nouns, medical terms, and modal verbs, which not only served as
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1. Introduction

As problem solving constitutes an essential activity and ability in various fields (Jonassen, 2000;
Charles, 2011; Handford & Matous, 2015; Heffernan & Teufel, 2018), the Problem-Solution
(PS) pattern is arguably one of the most common rhetorical structures across cultures and text
types (e.g., Hoey, 2001; Flowerdew, 2003; Charles, 2011; Ratanakul, 2017). According to Hoey
(1983, 2001), the PS pattern (also known as the SPRE [Situation-Problem-Response-Evaluation]
or SPSE [Situation-Problem-Solution-Evaluation] pattern) is typically composed of four moves:
Situation (i.e., background information regarding the topic or problem), Problem (i.e., issues
that need to be addressed or fixed), Response/Solution (i.e., proposals or methods for dealing

with the problem), and Evaluation (i.e., assessments of the mentioned solutions/responses).

Due to its prominence and popularity in English texts, the PS rhetorical pattern has
garnered the attention of several text/corpus linguists (e.g., Hoey, 1983, 2001; Scott, 2000;
Flowerdew, 2003, 2008; Charles, 2011). Previous findings have revealed that the PS pattern
appears in a wide range of genres, such as advertisements (Hoey, 2001), academic reports
(Flowerdew, 2003), research articles (Charles, 2011; Heffernan & Teufel, 2018), journalistic
texts (Ali, 2013; Ratanakul, 2018), and even TED talks, (Ratanakul, 2017). The moves of the
pattern may be ordered in different sequences, with some of the components repeated or
excluded (Hoey, 2001; Belmonte, 2009; Ratanakul, 2018), and they are often signaled by
particular identifiable linguistic features, such as abstract nouns (Flowerdew, 2003, 2008) and
adverbials (Charles, 2011), and are supported by various communicative functions (Belmonte,
2009; Ali, 2013).

Despite the number of studies on this topic, a few research gaps still remain. First, most,
if not all, of the past studies drew on data written or delivered in English. However, no evidence
indicates that this discourse pattern is restricted to the English language. Recent research has
suggested that this rhetorical pattern is prevalent in English texts produced both inside and
outside the Inner Circle (Kachru, 1992), where English is learned and used as the first or native
language (e.g., Ali, 2013; Handford & Matous, 2015; Ratanakul, 2018). Scholars such as
Belmonte (2009) and Ali (2013) have also advocated the compilation of multilingual corpora
or a cross-linguistic comparison of the PS pattern. Applying this textual structure in the analysis
of articles composed in Chinese would allow for a closer look at how this textual pattern is

signaled and realized in typologically and culturally distinctive languages.

Another major gap in the literature pertains to the genres that have been investigated.
Although journalistic writing is one of the most often studied text types with respect to the
SPRE pattern, only business news texts and opinion articles have been examined in more detail
(e.g., Belmonte, 2009; Ali, 2013). Medical and health news, which presents information
pertinent to medical conditions and their treatments (ZZfAE & BFELZE, 2017, EINE & 3
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14, 2020), has not yet been scrutinized under the framework of the PS pattern. As has been
noted by scholars, journalistic texts regarding medical and health issues have substantial
influence over readers’ well-being and lifestyle decision-making (Fu ef al., 2020; De Coninck
et al., 2020), and may even shape their news and scientific literacies (ZFA7% & BIEIZE, 2017,
BRNE & FF3CIA, 2020); as such, this particular genre is worthy of further investigation.

Finally, most of the previous studies on the PS textual structure adopted a keyword analysis
approach (Scott, 2000; Flowerdew, 2003, 2008) or simply focused on a given part of speech or
communicative act (Charles, 2011; Ali, 2013). Although these methods may be suitable for
English, a language that has clearer word boundaries, less disputable syntactic categories, and
more literature related to the topic in question, they may not be as applicable to analyzing texts
written in languages that do not have the above characteristics, such as Chinese (Fu et al., 2020;
Tian et al., 2020). As a result, an even more data-driven approach, such as n-gram analysis, may
be preferable for an exploratory investigation of the linguistic signals for an understudied

rhetorical pattern in articles composed in Chinese.

In light of the above gaps, the current paper aims to report the results of a preliminary
project that examined the PS pattern in online health-related journalistic articles from one of the
most popular and influential health news websites based in Taiwan by integrating the annotation
of the PS discourse structure and the methods of corpus linguistics. In addition to not having
been investigated under the SPRE framework, the genre of online health news was chosen
because it has become one of the major sources of medical information for the general public,
with real-life consequences (Fox & Duggan, 2013), and because gaining more knowledge about
how this genre is composed and organized will allow for opportunities to improve media and
science literacies (ZEfAE & EfBIZE, 2017, M= & #3014, 2020) and to develop
algorithms that can help detect and retrieve information about particular medical conditions and
recommended solutions, facilitating the process of solving health-related problems (cf. Ghenai
& Mejova, 2018; Waszak et al., 2018; Kumari et al., 2021; Tsirintani, 2021). More specifically,
the current study set out to answer the following research questions:

RQ 1: What are the distribution patterns of the SPRE moves in online health news articles written

in Chinese?

RQ 2: What are the most common Chinese n-grams (trigrams in this study) in the online health

news articles and what features do they display?
RQ 3: How do the most frequent trigrams reflect the characteristics of this genre?

RQ 4: What are the most frequent and most distinctive trigrams in the Problem and Response

moves of the online health news articles? What are some of their generalizable features?

RQ 5: How do these trigrams help achieve the rhetorical functions of the Problem and Response
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moves in the online health news articles?

By answering the above questions, this study demonstrated that the n-gram approach was
a useful framework for retrieving the linguistic signals of specific move components, the results
of which will add to prior research on move structures, journalistic genres, and the annotation
of Chinese texts. Moreover, by using a small set of data, the findings of the current study, which
was exploratory in nature, will serve as the foundation for future research using a larger amount

and greater diversity of data.

2. Related Works

As one of the earlier scholars that paid close attention to the PS pattern in English, Hoey (2001)
put forth a number of insightful observations about this discourse structure. First, the PS pattern
is created by the writer of a text to respond to a series of questions although the order of the
moves is not fixed. Second, the linguistic signals in the PS pattern are typically lexical items,
including words that are explicitly related to the moves, such as “solution” and “problem,” and
evaluative devices, such as “unfortunately” and “have no money.” Third, the Situation move is
often retrospectively identified and an intervening stage, such as planning or recommendation,
can be found between the Problem move and the Solution move. Lastly, the PS pattern can be
recycled when more than one solution is presented. Therefore, in lieu of the Situation-Problem-
Response-Evaluation pattern, the move structure can be as complex as Situation — Problem —
Response 1 — positive Evaluation — negative Evaluation — Response 2 — positive Evaluation
(Hoey, 2001: 134).

2.1 The PS Pattern in Academic Writing

Based on Hoey’s (2001) insights, a number of researchers have investigated the realization of
the PS pattern in various contexts. One of the most investigated genres in the literature is
academic writing (Flowerdew, 2003; Charles, 2011; Heffernan & Teufel, 2018). For example,
conducting a keyword analysis to compare the PS pattern in the technical academic reports
composed by novice and professional writers, Flowerdew (2003; 2008) observed that the
Problem move was closely linked to causal relationships, such as Reason-Result and Means-
Purpose, and was often marked by lexical devices, including connectives such as “therefore”
and “as a result,” causative verbs such as “lead to” and “avoid,” and abstract nouns such as
“problems” and “impacts.” Moreover, the nominalization forms of verbs such as
“implementation” and “recommendation” together with verbs in the present perfect such as
“recommended” were found to be indicative of the Solution element in reports composed by
professional writers (Flowerdew, 2008).
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With a focus on the adverbials of “result” and “contrast” in theses written by native-
speaker writers in politics and in materials science, Charles (2011) analyzed the functions and
co-occurrence patterns of the most frequent adverbials of “result” (i.e., “thus”) and “contrast”
(i.e., “however”) in the PS pattern and found that despite the differences in number between
disciplines, in general, “however” was used to mark the Problem element and “thus” was used
to signal the Evaluation of the Response move when the former preceded the latter. On the other
hand, when the order was reversed, while “however” was still the signal for the Problem move,

the preceding “thus” marked the Situation move instead.

More recently, Heffernan and Teufel (2018), drawing on a machine learning approach and
a corpus of problem and solution statements, specified 15 features to help develop classifiers
that could identify Problem and Solution elements in scientific texts, including n-grams, polarity,
and syntax. Heffernan and Teufel (2018) asserted that their model accurately differentiated
problems/solutions from non-problems/solutions and that syntactic information, documenting,
and word embedding were the three best features that allowed them to achieve the target task.

2.2 The PS Pattern in Journalistic Texts

Another major line of research looked into how the PS pattern was realized in various types of
journalistic genres, including feature articles (Scott, 2000), opinion pieces (Belmonte, 2009;
Ratanakul, 2018), and business news (Ali, 2013). Scott (2000), one of the earliest to examine
the use of the PS pattern in journalist texts, found that, surprisingly, the nouns “problem” and
“solution” were not especially frequent and thus not “key” enough in the Guardian’s feature
articles. Even when the two nouns were characterized as keywords, their signaling function
tended to be local rather than global, in contrast to what had been commonly presumed.

Belmonte (2009), investigating the rhetorical organization of editorials and op-eds in USA
Today, identified a number of characteristics specific to those genres with regard to the PS
textual pattern. First, the textual pattern in the two genres tended to revolve around the Problem
and Evaluation elements, while the Solution move was not as prominent. This indicated that it
was a genre convention for the editorial writer to leave the solution to the problem unspecified.
Second, different components of the PS structure displayed the tendency to occur in different
parts of the articles, each with a particular rhetorical function. For example, when the Evaluation
element was presented at the end of a text, it was usually more negative, creating a feeling of
discomfort or dissatisfaction. Third, despite the fact that editorials and op-eds are both, in
general, evaluative texts supported by other rhetorical roles, such as elaboration and justification,
and by other communicative acts, such as statements and assertions, the PS pattern in editorials
tended to show a more impersonal style, while that in op-eds was more often presented in a
more involved style, with more frequent use of shared knowledge assertions and

recommendations.
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Similarly, Ratanakul (2018) carried out a move analysis of opinion columns in two
newspapers online, the New York Times and China Daily, based on the SPRE framework.
Partially echoing Belmonte’s (2009) findings, Ratanakul (2018) also noted that the Problem
move constituted the most central component of the PS pattern in the articles, although the
Response element was found to be the second most frequent move in the data, in contrast to
what Belmonte (2009) reported. In addition, Ratanakul (2018) pinpointed several features of
each move in the PS pattern, both obligatory and optional, including causes of the problem
(Problem) and a call for action (Solution), which indicated that each component of the target

discourse structure could be further divided and analyzed.

On the other hand, Ali (2013) examined the PS textual pattern and its communicative
functions, such as informative, evaluative, explicative, and predictive, found in journalistic
articles in business magazines published in Malaysia (i.e., Malaysian Business [MB]) and the
United Kingdom (i.e., Management Today [MT]), respectively. In agreement with previous
studies such as Belmonte (2009), Ali’s (2013) findings suggested that elements in the PS pattern,
such as Problem and Solution, contained multiple speech and communicative acts and that the
frequency and distribution of each act in the moves differed across sources of the texts.
Nevertheless, no one-to-one connections were found between the communicative acts and the
Problem and Solution components in the business news articles. For example, informative,

evaluative, and predictive acts were identified in both the Problem and Solution moves.

All in all, the works reviewed above point to the fact that while the PS pattern is a prevalent
rhetorical structure across genres, factors such as topics, text types, and language variations
influence the realization of the PS pattern. An analysis of this pattern in languages other than
English, as several researchers have suggested, is thus warranted. The present study aimed to
contribute to this line of research.

2.3 Functional Classification of N-grams

In the realm of applied linguistics, n-grams are studied under different labels, such as “lexical
bundles” (Biber et al., 2004) and “multiword expressions/sequences” (e.g., Staples et al., 2013).
One of the most widely adopted functional taxonomies was proposed by Biber et al. (2004), in

99 C

which lexical bundles serve as the functions of “stance,” “referring,” and “discourse organizing.”
Stance bundles allow users to mark an epistemic or attitudinal modality (e.g., ‘I don’t know if’
and ‘if you want to’), while referring bundles are used to identify an entity, convey imprecision,
specify an attribute, or refer to a particular place, time, or part of the text (e.g., ‘that’s one of
the’, ‘something like that’, ‘there’s a lot of’, and ‘at the same time’). Finally, discourse
organizing bundles introduce a focus or manage topics (e.g., ‘take a look at’ and ‘on the other

hand’).

While Biber et al.’s (2004) framework is the most general, commonly used functional
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taxonomy, a number of more genre-specific classifications have also been proposed. For
example, Biber and Gray (2013) modified the taxonomy put forth by Biber et al. (2004) for the
analysis of responses in the TOEFL iBT speaking and writing tests. To accommodate the
purpose of the writing tasks, they divided the stance bundles into two subgroups,

>

“personal/epistemic” and “attitudinal/evaluative,” and the discourse organizing bundles into

three subtypes, “information source,” “information organizer” (marking more specific
information in the writing), and “discourse organizer” (serving more general discourse
functions in the discourse), expanding the taxonomy into a five-way categorization (notably,
this classification does not include the referring function). Biber and Gray (2013) found that the

distribution pattern varied in accordance with the task type and the writer’s performance level.

To investigate research articles, master’s theses, and dissertations from different
disciplines, Hyland (2008) developed a functional taxonomy that grouped n-gram expressions

EEINT3

according to whether they were “research-oriented,” “text-oriented,” or “participant-oriented.”
In that taxonomy, research-oriented bundles refer to expressions that facilitate writers’
presentation of experiences and activities in the real world, such as location and procedure,
whereas text-oriented bundles pertain to the organization of texts, such as transition signals.
Finally, participant-oriented bundles are sequences of words that involve the writer and/or the

reader of the text and may serve functions related to stance and engagement (cf. Hyland, 2008).

On the other hand, some researchers categorized n-gram expressions based on their
function in rhetorical moves. For example, analyzing the sentence-initial multiword expressions
in Arts and Humanities PhD dissertation abstracts, Li et al.’s (2020) tailor-made functional

LRI

taxonomy consists of “background bundles,” “purpose bundles,” “method bundles,” “findings
bundles,” “implications bundles,” and “structure bundles.” According to Li et al. (2020), each
of these types helped achieve the rhetorical function of a specific move in the abstracts, such as

stating the research purpose or outlining the structure.

3. Methodology

3.1 Data Collection and Annotation

We targeted the health topic for the analysis of the moves in the PS discourse structure since it
has been widely abused and propagated through content farm articles on the Internet. Several
studies have worked on analyzing and detecting the spread of health misinformation (Ghenai &
Mejova, 2018; Waszak et al., 2018; Kumari et al., 2021; Tsirintani, 2021). An increasing
number of people prefer to seek health and medical solutions by themselves first rather than
directly consult medical professionals. The Pew Research center conducted a survey in 2013
and found that 59% of adults sought health information online and 3% were harmed by
misinformation (Fox & Duggan, 2013).
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To build a corpus annotated with the moves in the PS pattern, articles published on the
Heho f{#fF website were retrieved and collected.! Heho is a popular health- related website
in Taiwan that provides credible health-related information contributed and certified by
healthcare professionals. Although there are other platforms that publish and disseminate health
information to the public, the content is often not provided by reliable sources and may have
been released by content farms. Since many people prefer to seek solutions for health issues
online beforehand, we focused on investigating the PS discourse structure for content that
involved questions frequently asked by people and solutions given by medical experts. To the
best of our knowledge, no research has explored the online health information issue under the
scope of the PS discourse structure. Thus, 120 articles (139,131 tokens) published by 10
journalists in the series €437 ‘The Doctor Says’ under the ZE[HE5Z ‘Asking Experts’
topic were collected, with the publication dates ranging from March 11 to July 12, 2021. The
retrieved articles in the series drew on various expert sources and involved specific health-
related problems and solutions. Another characteristic of the articles was that the main problem

highlighted by the authors was addressed directly in the articles’ titles.

To annotate the articles, we adopted the definitions of the PS moves specified in Ratanakul
(2018: 235) to identify each element of the PS pattern, as listed below:

* Situation: background information on situations; facts about people, issues, events, places

involved in the issue of discussion

* Problem: aspect of a situation requiring a response, need, dilemma, puzzle, or obstacle

under discussion; weaknesses inherent to the current situation

* Response: solution(s) to the problem; discussion of a way(s) to deal [with] or to solve the

problem

 Evaluation: assessment of the effectiveness of the proposed solution(s); if there is more

than one solution, which solution is the best?

To increase the efficiency of the annotation task, we utilized one of the prevalently adopted
annotation tools in corpus linguistics, GATE.? Although the definition of the annotation
scheme was provided, most previous studies that annotated the PS pattern simply made up or
took some examples from the texts for analysis, without annotating the entire article, because
the annotation scheme as well as the PS pattern were proposed at the discourse level instead of
the sentence level, which made it difficult to set clear boundaries for annotation. In this study,
we followed the definition of the annotation scheme and annotated the PS pattern throughout

all the articles. As each of the moves could occur more than once in an article, several moves

! The Heho {#FF website is available at: https://heho.com.tw/
2 The GATE annotation tool is available at: https://gate.ac.uk/download/
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in the same article were annotated with the same move label. Thus, each article was labeled
with several moves of Problem, Response, Situation, and Evaluation. In the dataset, since the
titles of the articles revealed the main problems to be discussed, each annotator was asked to
first identify the problem(s) in an article based on its title. The title of one of the retrieved
articles is shown in (1). As suggested by the title, the main problem discussed in this article was
HHE FE1R = A hEEEE ‘there is a risk of adhesion after a C- section’. Based on the identified

problem, the PS moves in the article were then annotated accordingly.

() HREEBEAIGREERS | ERHERTREE " HU6RE ) 3 KPR
‘There is a risk of adhesion after a C-section! The obstetrician authority suggests three steps

for anti-adhesion’

To ensure that the annotators followed and understood the annotation scheme consistently,
a training session with labeled articles was held before the annotation task was performed. In
order to maintain annotation quality during the task, a checkpoint meeting was arranged. In the
meeting, all the annotation issues raised by the annotators were discussed. The annotators were
asked to modify their annotations based on the discussions. Since it would take more time for
the annotators to label the PS pattern throughout the entire article, each article was annotated
by one annotator. Four annotators were recruited for this annotation task. All 120 articles
collected were equally distributed to the four annotators, so each annotator was assigned 30

different articles.

3.2 Data Analysis

In this study, the trigrams were character-based instead of word-based under the following
considerations. Character-based n-grams have been widely applied in different tasks, such as
text classification (Cavnar & Trenkle, 1994), spam filtering (Kanaris et al., 2007), authorship
attribution (Escalante ef al., 2011), and plagiarism detection (Kuta & Kitowski, 2014). Some
studies have demonstrated that character-based n-grams are more effective in generating word
embeddings for unknown words (Wieting et al., 2016; Bojanowski et al., 2017) and are more
informative in performing topic categorization and document summary (Giannakopoulos &
Karkaletsis, 2009). Since Chinese is not a space delimited language, the issue of defining a
Chinese word has long been discussed and is still disputable (Ng & Low, 2004; Tian et al.,
2020). Although several Chinese segmenters have been released, segmentation results are still
hard to evaluate and segmentation errors have led to coarse-grained data analysis. Moreover,
based on the limited number of annotated articles, processing word-level n-grams in a dataset

has also led to fewer n-gram types, resulting in less statistical effectiveness in analyzing PS
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patterns.? Therefore, we considered each Chinese character the basic unit of analysis in this
study and targeted trigrams for further exploration. We also applied the Natural Language
Toolkit in Python to retrieve trigrams from the collected dataset.*

N-gram patterns with a larger n may occur only once in a dataset, resulting in relative
frequencies that are close to zero. It is difficult to observe the PS pattern based on raw
frequencies and relative frequencies, since both values cannot be placed on a normalized scale
for exploration. Different scaling approaches (e.g., z-score and Min-Max) may be applied to
help normalize the dataset before investigation. The normalization techniques of z-score and
Min-Max scaling are different. Z-score scaling takes the entire distribution of a dataset into
consideration by calculating the mean and standard deviation, and the range of the z-score is
affected by the dataset distribution accordingly, either positive or negative. Min-Max scaling
has the benefit of scaling all the values into positives and transforms the values into a range
between 0 and 1. Since it is easier to inspect a dataset with a fixed range of normalized values,

we chose to apply Min-Max scaling in this study.

After the target trigrams were retrieved and selected, the trigram expressions most
prevalent in the two core moves of the PS pattern (i.e., Problem and Response) were identified
and treated as signals for the respective moves. To analyze how these signals helped achieve
the communicative goals of the moves, the trigrams were manually checked and categorized
structurally according to the part of speech and semantic features of the main component and
functionally based on Biber er al.’s (2004) tripartite taxonomy. The functional categories
consisted of (i) stance (including epistemic and attitudinal stances); (ii) discourse organizing

(including marking the information sources, managing the topic and focus, and signaling other

3 We performed word-level trigrams with the jieba segmenter in our preliminary study, as suggested by
one of the reviewers. After segmentation, the highest frequency of a word-level trigram in the corpus
was 22, which was significantly lower than the highest frequency of a character-level trigram (i.e., 113).
The top four word-level trigrams were FE{7 4% 7fE % ‘atopic dermatitis’, &5 A B ‘robotic
arms’, ZZEHEAMER ‘the doctor Xiao-Zhen Li says’, and HJfE L | ‘situation of’. Compared with
the character-level trigram results listed in Table 2, the word-level trigrams were mostly technical or
topic-specific terms, rather than carrying the linguistic cues of the PS pattern. Thus, character-level
trigrams were taken into consideration in exploring the PS pattern in this study.

4 In the present study, trigram sequences in particular were examined for further analyses for a number

of reasons. First, a number of bigram sequences did not convey a complete meaning (e.g., ° ; and °

%) and thus did not produce enough PS patterns for analysis. Second, the number of sequences was too

high for more qualitative analysis. Third, sequences that included more than three characters were either

specific technical terms instead of patterns, such as FEERRJE ‘prostate cancer’ (4-gram), {CEHHE(E

E¥ ‘metabolic syndrome’ (5-gram), and FA7 M Z[E X ‘atopic dermatitis’ (6-gram), or too few in

frequency for generalization. As a result, trigram sequences were the best unit of analysis for the current

research.
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discourse relations); and (iii) referring (including identifying the focus of the move and referring
to circumstantial elements such as time and space).

4. Results and Discussion

4.1 Descriptive Statistics of the Annotated Dataset

Among the 120 articles collected, 113 articles were judged as containing the PS pattern
(henceforth target articles), and the remaining seven articles were ignored and left unannotated
since they were not the focus of this research. The structure of each article contained an average
of 13 paragraphs (SD=4.45) and 1,159 tokens (SD=370), and 1,212 items were identified and
annotated based on the four moves.

Table 1. Number of items in each of the four PS moves in the target articles

Moves Situation Problem Response Evaluation

Number of Items 156 357 672 27

Table 1 above presents the number of moves observed in the target articles. As can be seen,
among the components of the PS pattern, the Response move and Problem move were
substantially more addressed and employed than the other two moves (e.g., Situation and
Evaluation) (cf. Scott, 2000; Hoey, 2001). This tendency may have been partly due to the
characteristics of online health news (i.e., readers want to see the relevance of the problem and
identify the recommended solution(s) within a short time, and they do not prefer to read too
much technical information [cf. BEZFE: & =HIE#E, 2017)).

To further investigate the linguistic features of the PS pattern in a corpus-driven and
quantitative way, we extracted trigrams from the corpus. Since the raw frequency of n-grams
can be biased by the corpus size, all the trigrams were further normalized by Min-Max scaling.
Table 2 below presents the top 10 frequently occurring trigrams with their corresponding
statistical scores:



86

Chen-Yu Chester Hsieh and Yu-Yun Chang

Table 2. Top 10 frequently occurring trigrams

Trigrams | Frequency Relative Frequency Min-Max
BAEES 113 0.0009 1.0000
s’ 85 0.0007 0.7500
» T 80 0.0006 0.7054
W Ey 75 0.0006 0.6607
FHESHT 74 0.0006 0.6518
» AL 74 0.0006 0.6518
SiEAR 71 0.0006 0.6250
R 70 0.0006 0.6161
REERR 69 0.0005 0.6071
e 69 0.0005 0.6071

As shown in Table 2, the relative frequencies of the trigrams were rather small as the largest

value was only 0.0009, and they were highly sensitive to the corpus distribution and thus were

not suitable to be used for observing patterns. After transforming the values via Min-Max

scaling, the values were larger and thus easier to utilize for exploring the patterns.

Figure 1 shows an overview of the top 20 trigrams transformed via the Min-Max scaling

approach:
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Figure 1. Min-Max scaling of the top 20 trigrams

The threshold of the Min-Max scale value for the trigram expressions that would be further

analyzed was set at 0.3 to avoid hapax legomenon. Since the dataset was small, a Min-Max
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scaling threshold of 0.2 may have resulted in instances of hapax legomenon. The threshold of
0.3 allowed a total of 58 trigram sequence types to be selected. [tems containing terms that were
too technical or topic specific, such as fEEHRE ‘prostate’, HEFRJF ‘diabetes’, and = B.
‘hypertension’, were eliminated from the list. Lastly, trigrams with a DP value higher than 0.85
based on the dispersion measure developed by Gries (2008) were excluded to avoid trigrams
that occurred skewedly in a limited set of texts.> As a result, 48 types of trigram items were
included for later analysis, and the full list is displayed in Table 3. It should be noted that, as
can be seen in the following table, trigrams that included punctuation marks were retained for
further analysis. Although in English-based n-gram studies punctuation marks are usually not
counted as an element of an n-gram because they are found to convey discourse relationships
(Yue, 2006) and occupy the same amount of space as a character does in written traditional
Chinese, they were not eliminated from the data. These trigrams were then manually examined

for structural (part-of-speech) and functional analysis.

Table 3. Target trigrams for further analysis

EIEPA » ATRE » Al - A Fs g ES P HE
BT » FTEA C7&E ik B RER
B TR JER [ - ST el -
ke - G Bl R BT R
AR 1 JE g AR A FRF{i% EOPEST AR
Y50 HRRE HEE HYIE M Nz SRl
R HRES A H]RE HL A LA IR G
HER izl N BRIl MEia FHERT FEE

4.2 General Observations of the Frequent Trigram Expressions

Far from being highly diversified, the most frequent trigram sequences were restricted to merely
anumber of categories, including connectives, adverbials, abstract nouns, health- and medicine-
related terms, quotative devices, and a few others. This suggested that the genre of online health
news as well as the PS pattern in that genre tended to feature the use of specific
lexicogrammatical signals. For example, echoing Flowerdew’s (2003, 2008) observations,
linguistic devices that marked the PS pattern were predominantly indicative of the Reason-
Result relationship, including Fs ‘because’, ATLL ‘so’, Itt  “therefore’, i % ‘to

5 A DP value of a trigram is a number between 0 and 1. The higher the value, the more skewed the
distribution of the trigram in the corpus is. See Gries (2008) for more detailed information about this
dispersion measure.
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cause’, and AYJE[A ‘the reason of’. Similar to the findings of previous studies (e.g., Hoey,
2001; Flowerdew, 2003, 2008), abstract nouns that were semantically connected to components
of the PS pattern, explicitly or implicitly, such as [ ®H ‘problem’, JE [ ‘risk’, AR
‘condition’, 75, ‘method; approach’, JE[R ‘reason’, and &) ‘situation’, were also found
in the most frequent sequences. More notably, most abstract nouns were preceded by the
grammatical morpheme HY, which links abstract nouns to another lexical or clausal unit. The
preceding morpheme [ can also serve as (part of) a shell noun construction (Schmid, 2000)

that links abstract nouns to a co-referring phrase or clause (cf. Hsieh, 2020).

Results not reported in previous studies were also retrieved from the health news corpus.
First, the conditional marker 15 ‘if” constituted the most frequent trigram sequence in the
dataset. As pointed out by Lin (2019), conditionals play a crucial role in both spoken and written
medical communication, serving multiple functions such as presenting suggestions, explaining
successive treatment, and calling for attention. Another group of lexical items that was also less
often mentioned in the literature was modal verbs, including BJ L ‘can’ and FJHE ‘may’,
which supported communicative acts such as making predictions and recommendations in this
genre (Hsieh, 2005). Finally, in correspondence with Flowerdew’s (2008) findings, verbs that
indicated causal relationships such as #5f% ‘to cause’ were also found in the most recurrent

trigram sequences, although not as prevalent as Flowerdew (2008) suggested.

Finally, features that were heavily linked to a particular genre or topic were spotted in the
list of trigram sequences as well. For example, several nouns in the realm of physiology and
medicine were involved in many of the sequences, including B£Ef ‘doctor’, fiEAR ‘symptom’,
and &1 ‘wound’. On the other hand, insofar as the data were journalistic texts in essence,
reporting verbs such as 7 ‘say’, ¥/~ ‘indicate’, and f#FE ‘explain’ (Liu & Chiang, 2008)
and typographical markers for quotations such as colons and quotation marks, which introduced
quotes from the sources, were also found to be highly frequent (cf. Waugh, 1995), a tendency
that has, again, rarely been reported in prior research. As will be shown in the following, many
of these topic- and genre-oriented features were also signals for a particular component in the
PS textual pattern.

4.3 Trigram Sequences in Rhetorical Moves

This section will focus on the trigram sequences that most frequently occurred in the Problem
and Response moves, respectively, because these two moves not only theoretically constituted
the most essential components of the PS pattern but also empirically accounted for the most
move instances and contained the most high-frequency trigram expressions in the corpus. As
will be presented later, although the Problem and Response moves shared a few types of trigram
sequences with regard to their parts of speech, the sequences most commonly found in each of

the two moves in fact differed from each other semantically and functionally, reflecting the
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purposes that each move was intended to achieve.

4.3.1 Signals for the Problem Move

To begin with, a majority of the frequent trigram expressions in the corpus introduced above
most frequently occurred in, and thus could be considered signals for, the Problem move. This
move contained the widest range of trigram signals, including abstract nouns, medical terms,
adverbials, connectives, reporting verbs, causal verbs, modal verbs, and others, as displayed in
the following Table 4:

Table 4. Structural categories of the trigram signals for the Problem move

Abstract Nouns Medical Terms Reporting Verbs Modal Verbs

HYRE( ‘time of” Fl82EN ‘doctor of T ‘say’ H]AESr ‘probably will’

the Divisi f
HVHRE “problem of” ¢ Lvision o

BZEMER ‘doctor says’ |° HJBE ¢, probably’
F )&% ‘attending = 4 = P Y

A ¢ physician’ S i
JIREA ‘reason of’ o . > ‘indicate,’
JEEEAN ‘attending I
physician’

IR “situation of” RIF34 attending

physician at the
Division of”

SEAR » ‘symptom,’
R 0 ‘disease,’
MY “disease of”
E&PR_E “clinically’

RRH - “problem.’
Ay ‘risk of”

fiE » ‘problem,’

Other Verbs Connectives Adverbials Others
writipk ‘will cause’ » FRLL ¢, 0 » HE ¢ actually’ [ RHAY ‘common’
@R ‘will appear’ | ER A ‘be because’ » HE ¢ even » g ¢, such as’

o«

» HE ¢, usually’ ARER 0 “as for,

LS fEAY such; this type of

With regard to abstract nouns, in agreement with Hoey (2001) and Flowerdew (2003,
2008), the Problem move tended to be marked by nouns that denoted or implied a problem, such
as [HRH ‘problem’ and JE\f# ‘risk’, and nouns that indicated a Reason-Result relationship,
such as JH[R ‘reason’, as illustrated in (2) and (3), respectively. As mentioned earlier, these
abstract nouns were mostly preceded by the functional morpheme HY in the trigram sequences,
which linked the abstract nouns to their co-referring components. In addition, nouns that
referred to a circumstance, such as A ‘situation’ and (% ‘time’, were also found to be

frequent trigram signals for the Problem move, as in examples (4) and (5), respectively.
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However, it is interesting to note that while #fkJ% ‘situation’ denoted the meaning of the
situation or circumstance, it was preceded by the description of the problem, as illustrated in (4)
below. In other words, in contrast to BF{g ‘time’ in (5), which was used to establish the context
for the following discourse, R ‘situation’ in fact more often functioned as a shell noun
(Schmid, 2000) or an evaluation carrier (Mahlberg, 2005) that marked a problematic situation.

(2) Example of BYfHRH ‘problem of
IRFIESEIRAE QR TATHRAN » FHEE ST ~ MR Z KRR -
‘In addition to myopia, ophthalmologists are more concerned about the problem of high
myopia and a significant difference in vision between eyes.’

(3) Example of FYJHA ‘reason of’
MiSpcEE AT aERRR - 5 T HREERRE - KRR T RIPEE -
‘What causes such a horrifying situation to happen is “happy hypoxia,” also known as “silent

EEEE)

hypoxia”.

(4) Example of HJ{R)5 ‘situation of
HEPNIE L N AIRE VA MRS B E EAVIESE - BEHECANIRRE EEEAGIR -
‘Although the organs of these people have not displayed physical damage, they actually have
shown functional decline.’

(5) Example of AYEE{EE ‘time of”
A N RIS AYRHERD AR L - (Hl 2 A R R - BREH AR - SRR
BB ERRES A T (HEFEHE -
‘However, some people do not bleed when brushing their teeth. It’s just that their gums are
swollen and would hurt when pressed. They aren’t really clear what has happened to them
exactly.’

As for the medical terms that served as signals for the Problem component, many of them
were related to physicians, such as F}8£Ef ‘doctor from the division of” and I ;&% (E)
‘attending physician’, as shown in (6) and (7), respectively. This may have been partly because
the journalists often quoted the opinions of practicing physicians as trustworthy sources in the
Problem move, as illustrated in the following extracts. These doctor-related trigram expressions

thus appeared to be not only signals for the Problem element but also indicators of the
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journalistic genre and the medical topic.

(6) Example of F}EZHf ‘doctor from the division of”
R ETE T —AE T REABREERE - 2 - 1558 g Mg
PetsE g ©
‘A psychiatrist points out that when witnessing disasters and accidents, people mostly would

feel anxious, disturbed and worried and would develop acute stress disorder.’

(7) Example of F;EE2(HN) ‘attending physician’
REMEARIEFE T LI ABAMEESRT - REAEEEAH "MKy ) ikE -
‘Huixuan Chen, attending physician at the Neurology Therapy Center of Everan Hospital,
notes that many people would have the problem of chronic fatigue.’

Another group of medical terms that was often found in this move included nouns that
indicated a problem, such as JEfR ‘symptom’ and HY¥EJ% ‘disease of’, as shown in (8) and
(9), respectively, below. These terms were often utilized to further explain the problem in
question, as illustrated in the following examples. This group of frequent trigram expressions
demonstrated that in addition to more general abstract nouns, such as problem and risk, nouns
that were more topic specific yet less explicitly related to the concept of a problem also served
similar functions. This highlighted the importance of examining and analyzing a rhetorical

structure like the PS pattern in the context of a specific genre.

(8) Example of jEfR > ‘symptom,’
"HlE L BRI AEEGAIER - TR AT - flifh  SURFE R EFEA
= -
““Foot pain” is a common symptom that many people may experience, which may happen

due to muscle strains, cramps, fasciitis, or other causes.’

(9) Example of HY¥5JK ‘disease of”
KRS - 2EEREE T e TR - SME L, AR
‘Regarding the problem of insomnia, Xinqgian Li explains that it is a chronic disease that may
deteriorate acutely.’
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In addition to nominal sequences, many of the verb-based trigram expressions were also
more likely to be found in the Problem move. One type of verb that frequently occurred in this
move was reporting verbs, such as £ ‘say’ and F v ‘indicate’. Similar to and along with
physician-related terms, reporting verbs were often used by the journalists of health news to cite
an authoritative source in the Problem element, as exemplified in (10) below. One of the trigram
signals contained both the noun 2£Ef ‘physician’ and the reporting verb 7 ‘say’, as
exemplified in (11) below. Again, this pattern showcased the characteristics of the health news

genre, in addition to being a signal for the Problem move.

(10) Example of 7~ > ‘indicate,’
BB EE AT T I e BT iR A LR Bl TR o » P AR AL A R
‘Xinyu Hsu, obstetrician at China Medical University Hsinchu Hospital, notes that many

people have myths about breastfeeding.’

(11)  Example of BZffizi ‘doctor says’
ZERRATER AR LR RIR (2 » 72 B A B 3K a2 e 25 5 MR i
‘Dr. Tsai says that many years ago, due to the lack of knowledge about this disease,

neuromyelitis opticaspectrum disorder was often diagnosed as multiple sclerosis.’

Other types of verbs that tended to occur in the Problem move included modals such as
HEE ‘may’ and & ‘will’, causal verbs such as #% ‘cause’, and change-of-state verbs such
as ¥ ‘appear’, as illustrated in (12), (13), and (14), respectively, below. In the data, all of
these verbs were mostly utilized to introduce the problem into the discourse, as illustrated in
the following examples. These frequent verbs and the trigram sequences in which they occurred
displayed a strong negative semantic prosody (Sinclair, 1991), while the verbs themselves did
not appear to be semantically negative (cf. Stubbs, 1995; Tao, 2003). Also noteworthy is the
prevalence of the epistemic modal H]HE ‘may’, which helped express uncertainty in the
medical discourse (cf. Lin, 2019) and, as the data showed, in the Problem move of health news.

(12) Example of HJEE® ‘possibly will’
EEEFCHER - SN EEMRE - R RE R FREE -
‘But as one ages or uses their knees incorrectly, their knee joints may possibly start to

deteriorate at an earlier age.’
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(13) Example of &iERE ‘will cause’
i EEgeE - silsEnvecs - siBsmiEFEeERReIeE - ~ RERE
ST » WETREER R -
‘Along with the impact of refined foods, high-sugar and high-fat diets and chronic diseases
such as hypertension and high cholesterol, it may not only cloud the brain but also lead to

EEEE)

“dementia”.

(14) Example of @H¥] ‘will appear’
FZREFIEERTEERE - (R 3C EEmbR T 2SO IR ~ 50 - thrlse & HEL RS
SR !
‘A dermatologist warns that in addition to overworked eyes and myopia, using electronic

devices may also lead to the emergence of skin conditions!’

In agreement with the findings of previous studies, connectives that indicated the Reason-
Result relationship, such as FTLL ‘so’ and [R s ‘because’, as in (15) and (16), respectively,
and adverbials of contrast, such as H& ‘actually’ and #% ‘even’, were found to be signals
for the Problem element (Flowerdew, 2008; Charles, 2011). The two adverbials exemplified in
(17) and (18), respectively, allowed the writer to direct the reader’s attention to the “real
problem” or the potential harm that may be caused by the problem in question. In contrast, less
often reported in the literature and yet found in the frequent trigram signals for the Problem
move was the adverbial 3% ‘usually’. As illustrated in (19), the trigram sequence served as
a hedge for the following clause. Similar to the modal verb TJEE ‘may’, which was discussed
earlier, the high frequency of the adverbial % ‘usually’ may have also reflected the

uncertainty inherent in medical science and discourse (Lin, 2019).

(15) Example of > FfLL ¢, s0’

MAELAE—BRGRE TERERE > BE5HREE > FiblgH 2% £AHNEE
e R -

‘And at the beginning, some people only have “occasional headaches” and thus overlook

them, so approximately 2% of the people would develop chronic headache.’

(16) Example of 2[R ‘be because’
CEIOMN LR 255 ) 45 A 1Yy 2 — Ll 2 2 R Ry B P 5 [E

‘European Journal of Cardiology points out that a quarter of heart attacks were induced
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due to hypertension.’

(17)  Example of adverbial » EE *, actually’

~

PRI ieiE - HEGE AR - ARG LIR/NRER » 125 IR 8
B -
‘Mingxiu Lin also emphasizes that the formation of scars in fact depends not on the size of

the wound but on its depth and severity.’

(18) Example of » HZFE ¢, even’
AN > ol P FE R 6 SR BLE BB FERIRIUA ] - A EIBIRE NS - 2
ARG E -
‘However, axial spondyloarthritis is different from overexercise. It cannot be improved by

rest and may even be worsened by being sedentary.’

(19) Example of - 3% ¢, usually’
S mERIAENA » BESEEEZTE -

‘In addition, usually, people with armpit odor tend to have hyperhidrosis as well.’

Finally, the Problem move was also signaled by less common types of trigram expressions,
such as the noun modifiers % FAY ‘commonly seen’ and EHEHY ‘such; of this kind’, and
topic introducers, such as {472 ‘such as’ and ZRE7 ‘as for; with respect to’. Despite the
variety in meaning and parts of speech, these trigram signals served as discourse management
functions, such as topicalizing, as in the examples of & EHY ‘commonly seen’ in (20) and 2

i ‘as for’ in (21), introducing examples, as in the example of /2 ‘such as’ in (22), and
referring, as in the example of 7241£HY ‘such; of this kind’ in (23):

(20) Example of # EHY ‘commonly seen’
BRPRE R SRR S T -

“The most common (symptoms) of eczema are itches and rashes.’
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(21) Example of ZK:R > “as for,
BT E SRR B RIACES - BEAREIE R R —(E/ MEIR > A1RARZ Py E]
‘But for ENT doctors, although a minor symptom, a sore throat is the common warning

sign of several diseases.’

(22) Example of - {&F °, suchas’
FRAR R 5 S8 A AE AR A BRI - (B2 BRI ~ M ~ 2D ~ fREFH Z LA
-
‘Individuals with jobs that require them to sit or stand for a long time often develop varicose
veins. Cooks, salesclerks, teachers, and security guards, for example, are often bothered by

this condition.’

(23) Example of Z5EAY ‘such; of this kind’
AL BEATIRE - ERRR LA S AR T A B AR AR M -
‘A neurologist explains that such conditions are often found in middle-aged or menopausal

women.’

With respect to the functional distribution of trigrams in the Problem move, as can be seen
in Table 5 below, most of the trigrams were used to serve the discourse organizing and referring
functions, and only a couple of modal verb (e.g., BJEE® ‘probably will’) and adverb (e.g.,
HE , actually’) trigrams were used to serve stance functions. This may have been partly due
to the written nature of the online health news articles (cf. Biber et al., 2004), which is in
correspondence with the findings of previous studies on lexical bundles in Chinese journalistic
texts (Hsu, 2021). Another distinguishable feature that was observed in this list was that several
trigrams in the discourse organizing category were employed to mark the information source, a
genre-specific characteristic discussed earlier (cf. Biber & Gray, 2013). A number of trigrams
were employed to introduce a topic for later discussion, such as FYJF[R ‘reason of’, &rihfl
‘will cause’, and 7Kg »  “as for,”. Moreover, trigrams containing nouns that were semantically
associated with the Problem move, such as [ ‘problem’ and [E\[# ‘risk’, that identified
the focus of the article or move mostly fell under the referring category. Trigrams such as [
R I “clinically’ and iE£EHY ‘such; this type of” were used to specify the attribute of a topic,

o«

while trigrams such as - i , usually’ and AYHE(E ‘time of referred to a time-related

concept (e.g., frequency) or point in the texts.
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Table 5. Functional categories of the trigram signals for the Problem move

Types ‘ Examples
1. STANCE
A. Epistemic stance H[HE® ‘probably will’
» AJEE ¢, probably’
B. Attitudinal stance » HE ¢, actually’
» FFE ¢ even’
II. DISCOURSE ORGANIZING
A. Information source T ‘say’

B2AfiER “doctor says’

Z~ 0 ‘indicate,’

BT “doctor of the Division of”
JEEZ ‘attending physician’

JEBEHN ‘attending physician’

FlF)4 ‘attending physician at the Division of”

B. Topic management HJJEA ‘reason of’

ity ‘will cause’

HIR ‘will appear’
» (g2 ¢, such as’

AER > “as for,

C. Discourse connection » AiTLL ¢, so’
2INE ‘be because’
III. REFERRING
A. Identification/focus YA ‘problem of”

fH%E - ‘problem.’
AYJEPE “risk of”

f9%E » ‘problem,’
FYARIE > “situation of,’
FEAR
R 0 “‘disease,’
AYEERE ‘disease of’

‘symptom,’

B. Specification of attributes EEPR _E “clinically’
JERERY ‘such; this type of

C. Time reference » JEE ¢, usually’
IES{% ‘time of
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4.3.2 Signals for the Response Move

Despite the fact that more instances of the Response move were found in the corpus, fewer types
of trigram signals were retrieved compared with those for the Problem move. The more frequent
trigram signals for the Response move included those that involved abstract nouns (e.g., &
‘situation’ and 5 3 ‘method’), medical terms (e.g., {51 ‘wound’ and & ‘cure;
treatment’), modal verbs (e.g., B[l ‘can’ and 7 H]HE ‘having the possibility; probably’),
connectives (e.g., 5 “if’, [N ‘because’, and T, Z ‘or’), and others (e.g., B AL
‘more and more’), as displayed in Table 6:

Table 6. Structural categories of the trigram signals for the Response move

Abstract Nouns Medical Terms Modal Verbs
Iy “situation of” | Y] ‘wound of” s =B ¢, can’
B, ‘method of” | AYJGHE ‘treatment of” FalLA ‘just can’
HH[EE ‘having the possibility; probably’
Connectives Others
I SV i i A#ELE ‘more and more’
» [R B <, because’
 BE S, or’

Unlike the Problem move, in which a Chinese counterpart for the abstract noun problem
was found to be one of the prevalent signals, the Response move was not signaled by trigram
expressions that involved nouns that denoted a solution in Chinese. This was partly due to the
fact that the nominal counterpart of fi#)% or fi#77 ‘solution’, for example, is not as commonly
used in Chinese. Instead, nouns that were less explicitly linked to the function of the move, such
as 2 ‘method; approach’, were involved in the sequences, as in (24). On the other hand,
circumstantial abstract nouns, such as &% ‘situation’, were also found to be frequent in this
move. However, as illustrated in (25) below, despite being a near-synonym of ;R ‘situation’
discussed earlier, {&)% ‘situation’ was not used to present a problem; instead, it was deployed
to mark the context in which the recommended solution should be implemented or would be
appropriate.

(24) Example of HY7 = ‘method of”
WIS CINE R - v DU SR ER R 5 =UE Bh kI -
‘If the wound is fairly big, you can try (the method of) pressing lightly on the wound to
stop bleeding.’
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(25) Example of HET “situation of”
M BEEE B ENIER T - Bal R D e e E ~ % -
‘Even if the situation of the pandemic becomes more serious, physicians still recommend

that patients should visit the doctor and take medication regularly.’

With respect to medical terms, in stark contrast to the Problem move, no human-related
nouns were found to serve as signals for the Response move. This may have been in part because
the Response move was typically subsequent to the Problem move, in which the main source of
information was mentioned the first time and thus with the full title listed, and as a result, the
source was usually referred to solely by name in the Response move, such as the more frequent
health- and medicine-related ‘cure; treatment’ in (26), and nouns that referred to things that
could or should be treated in particular ways, such as {511 ‘wound’ as exemplified in (27)

below:

(26) Example of HY)&f ‘treatment of”
bR T SEEEYIHY BN o et AR A D -

‘In addition to medical treatment, regular exercise is also recommended.’

(27) Example of fJH1 ‘wound of”
EREFIG I REREE S - THEG M EKEIG O E /N OGEH - BT
fili » R EHE—P TG -
‘This type of wound may require sutures. Wounds that damage the dermis in particular

should be treated with extra care. One should consult a doctor to assess if further treatment

is needed.’

Similar to the Problem move, the Response move was marked by trigram sequences that
involved modal verbs. However, rather than being signaled by epistemic modals such as H]HE
‘may’ and ‘will’, the Response move more often featured the modal verb BJLL ‘can’, as
illustrated in (28) and (29) below. As pointed out by researchers such as Wang (2018), in
addition to its “ability” reading, ][l ‘can’ can also be used to present a suggestion or
recommendation, as illustrated in (28) and (29), which explains why this modal verb was a
frequent signal for the Response move whose communicative function was to recommend a way

to solve the problem in question.
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(28) Example of - B[LL ¢, can’
FrLL > SRR P USRS AR Gn > AT DU R 26 28 -
‘Therefore, you can pay attention to a few key points when choosing anti-adhesion

products.’

(29) Example of FtE]LL ‘then can’
BN AT DUE SR AR TR AR S - AR S EARILIATGER -

“Then we can use the now very popular fascia gun to relax our muscles.’

It should be noted that although FJHE ‘possibility’ was also found in one of the trigram
signals for the Response move, it was different from the use of FJEE ‘may’ in the Problem
move. First, it was used as a noun-like item in the Response move because it was preceded by
the verb & ‘to have’. Second, in lieu of identifying the key component of the move (i.e., the
solution), the trigram sequence 7§ H] fE ‘having the possibility; probably’ presented the
contextual information that supported the construction of the Response move, as exemplified in

(30) below:

(30) Example of FHJAE ‘having the possibility; probably’
B R—HE > PR - A RER R B Sa RRSUR %8R - WA —ER1Z
#f]
‘As the child grows older, if they wake up at midnight, it may be probably due to dreaming

or overstimulation during the daytime, not necessarily due to not having enough food.’

As for connectives that signaled the Response move, the markers of reason, such as K5
‘because’, were found to have achieved this function. However, more interestingly, connectives
that were less often reported in the literature, such as the conditional marker Z[15 “if> and the
disjunctive marker T & ‘or’, were frequent in the Response element in the corpus. The high
frequency of these two connectives may have been due to the fact that the Response part of a
medical news article involved the act of giving advice or making suggestions. As shown in (31)
and (32) below, these two markers, respectively, often introduced the solution or response to
the problem in question. This pattern, albeit distinct from Flowerdew’s (2008) findings,
corresponded with the observations in previous research, that conditionals and expressions
indicating alternativeness were often employed to support the advice-giving act in the discourse
(Hsieh, 2019; Lin, 2019).
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(31) Example of - 15 *, if’
BAEE KEGEEIZEEN % - AR RSl REITRRB A AT DL 20k — 2 -
‘But in summer or after strenuous exercise, if your face still feels greasy, then you can

wash it one more time.’

(32) Example of > BFE ¢, or’
RAHEREERSBNESEAEZEB B - C- DIEE - 40 B8R - iRl - o752
RE - g e A S ERYENRGOIRE
‘People are recommended to consume more vegetables and fruits that are rich in Vitamins

B, C, and D, such as apples, avocados, and kiwis, or leafy greens, which contain abundant

minerals.’

Finally, the comparative modifier #Z# ‘more and more’, similar to the abstract noun
& W ‘situation’ and the conditional marker #[15 ‘if’ discussed earlier, also functioned to
present the condition or context for the solution presented, as illustrated in (33) below:

(33) Example of #ZK# ‘more and more’
WIRFHRBAGMAT - BEEREERMNS AR AN -
‘If the sty gets bigger and bigger, it is still better to just go to an ophthalmologist.’

Compared with the Problem move, the Response move only showed a slight preference
for the referring function, with much less diverse discourse organizing trigrams, as illustrated
in Table 7 below. Stance functions in this move were served largely by epistemic modal verb
trigrams, such as FLEJLL ‘just can’ and 75 HJBE ‘having the possibility; probably’, whereas
discourse organizing functions were achieved by trigrams containing grammatical connectives,
such as #5 <, if", A& , because’, and H(& °, or’. Similar to the pattern discussed in the
previous section, noun-based trigrams that more explicitly indicated the Response move, such
as MY ‘method of’, MY ‘wound of’, and Y & ‘treatment of’, tended to be
used to serve the referential function, suggesting the importance of referring trigrams in
signaling the moves in the PS discourse structure in this genre. Finally, as mentioned earlier,
while R ‘situation” and [ ‘situation’ appeared to be near-synonymous, they in fact
played distinctive roles in this genre of text. In the Problem move, trigrams that contained ik
. “situation’ functioned to identify the focus of the move (i.e., the problem). In contrast,

trigrams that involved &) ‘situation’ only referred to contextual information, such as the
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time and condition, in the Response move. This showed the importance of a more qualitative,
function-oriented analysis of the results.

Table 7. Functional categories of the trigram signals for the Response move

Types Examples
I. STANCE

A. Epistemic stance » \[LL ¢, can’
FEEILL ‘just can’
A H[BE ‘having the possibility; probably’

I1. DISCOURSE ORGANIZING

A. Discourse connection IS i
» [N By ¢, because’
P BOE S, or
III. REFERRING
A. Identification/focus BT ‘method of”

HIE ‘wound of”
HYSEE “treatment of’

B. Specification of attributes #HA#EE ‘more and more’

C. Time reference Y& “situation of”

5. Conclusion

As one of the first projects that examined the Problem-Solution pattern in Chinese discourse,
the current study constructed a small corpus of online health news articles annotated with
elements of the PS textual pattern. An n-gram approach was then adopted in an attempt to search
for the linguistic signals in this genre for each move in the PS pattern, and the findings were
fruitful. The results showed that high-frequency trigram expressions retrieved from the corpus
displayed some of the same characteristics reported in prior studies, such as indicating the
Reason-Result relationship, marking contrast, and signaling the key components of the PS
pattern, including Problem and Solution. On the other hand, features that have been mentioned
in the literature, such as quotative devices and medically relevant terms, were also frequently
used in the recurrent trigram expressions, and these features helped achieve functions that were
highly relevant to the genre of online health news.

A closer look at the Problem and Response components in the online health news articles
revealed that each of the key moves in the PS pattern preferred particular trigram sequences.
For example, the Problem move in the dataset was often signaled by abstract nouns explicitly
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or implicitly linked to the notion of problems and by devices for citing an authoritative source,
such as a reporting verb and the noun F;&%&(Hl) ‘attending physician’ in Chinese. This move
also tended to be marked by sequences that contained modals that conveyed prediction and
uncertainty or verbs that indicated a (usually negative) change of state with negative semantic
prosody. Regarding the functions that the trigrams served, the signals in the Problem move
tended to fall under the discourse organizing and referring categories. A number of the
expressions were used to cite the information source or refer to move-related topics, such as

problems, risks, and diseases.

On the other hand, trigram signals for the Response move often involved linguistic features
that enabled the writer to present suggestions or advice, such as dynamic verbs, conditionals,
and disjunctive markers. Moreover, as the counterpart of the noun “solution” in Chinese is not
frequently used, the abstract nouns found in the trigram signals were less explicitly related to
“solution,” which displayed a language-specific characteristic. In contrast to the Problem move,
the Response move displayed only a mild preference for referring trigrams. The stance and
discourse organizing trigrams in the Response move also served less diverse functions.
However, similar to the Problem move, the referring trigrams in the Response move played an

important role in signaling the rhetorical structure.

Given the findings summarized above, the present study has a number of implications.
First, while most of the previous studies on the PS pattern adopted the methods of keyword
analysis to investigate the linguistic cues of the move structure, the current research
demonstrated that the n-gram or multiword approach is a potential alternative framework for
identifying lexicogrammatical signals for particular rhetorical functions and components, as this
approach enabled us to examine linguistic resources beyond the constraints of traditional,
prescriptive definitions of linguistic units (Cortes, 2013; Tian et al., 2020).

Moreover, the findings presented in this article also exemplified the interaction between a
rhetorical structure, such as the PS pattern, and a journalistic genre, in the case of this study,
online health news articles written in Mandarin Chinese. As observed in the trigram signals
retrieved from the corpus, while a popular rhetorical structure, especially in writing, the PS
pattern featured linguistic markers that were characteristic of the genre for which the pattern
was specifically utilized. The results also suggested that a few of the move or component signals
were formulated to achieve communicative functions that were prominent or specific to the
genre, such as citing a source or giving advice. These communicative acts in turn helped the
writer to achieve the rhetorical function(s) of each move, such as identifying the problem and
presenting the solution (cf. Belmonte, 2009; Ali, 2013). This points to the importance of putting
the PS pattern in the context of a particular genre and of including more types of text in research

on the PS structure.

On the basis of the current research, a number of directions for future research were
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identified. First, a larger number of texts of the same (or different) genre(s) from different
sources should be collected to see whether and to what extent the conclusions drawn in this
article still apply and whether trigram expressions are the best unit of analysis. Second, in
addition to the analysis of the relationship between frequent trigrams and the components of the
Problem-Solution pattern, future studies should look into the distribution of communicative acts
in each move of this genre and the mapping between communicative acts and n-gram sequences,
as a few previous studies have examined (Belmonte, 2009; Ali, 2013). Lastly and probably most
excitingly, the discourse data annotated for and the concluding findings in the current research
project will serve as the foundation for training models for the automatic detection and
annotation of the PS pattern and for developing other related applications, such as chatbots for
medical purposes and algorithms that translate or even produce journalistic texts on health-

related topics.
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Appendix A. Statistics of the 58 trigrams with a Min-Max scaling value larger than 0.3

Trigrams Frequency Relative Frequency Min-Max Scaling
(> 205 113 0.000895724 1.0000
G 85 0.000673774 0.7500
(> ATk 80 0.000634141 0.7054
(> AR 75 0.000594507 0.6607
(FFESEM) 74 0.00058658 0.6518
(AT 2L) 74 0.00058658 0.6518
GiER ) 71 0.0005628 0.6250
(IR ) 70 0.000554873 0.6161
(FERERR) 69 0.000546946 0.6071
(HYRTRE) 69 0.000546946 0.6071
(- HE) 68 0.000539019 0.5982
(> 5i2) 68 0.000539019 0.5982
(Fr ) 67 0.000531093 0.5893
(HEFR ) 64 0.000507312 0.5625
(R ) 62 0.000491459 0.5446
(&5 56 0.000443898 0.4911
CEFE ) 55 0.000435972 0.4821
(FTREE) 54 0.000428045 0.4732
(1= T EE) 53 0.000420118 0.4643
(HE#) 53 0.000420118 0.4643
(FRE) 52 0.000412191 0.4554
(CEB2EN) 52 0.000412191 0.4554
(EEAT L) 52 0.000412191 0.4554
(EFEHY) 50 0.000396338 0.4375
(HYFEAR) 49 0.000388411 0.4286
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(FERRIE) 48 0.000380484 0.4196
(EHNE) 48 0.000380484 0.4196
(> A8 47 0.000372558 0.4107
(AR 47 0.000372558 0.4107
(JREA) 46 0.000364631 0.4018
(> ALL) 46 0.000364631 0.4018
(=% ) 44 0.000348777 0.3839
(FRRAED) 44 0.000348777 0.3839
(HIARML) 43 0.000340851 0.3750
(MERZRS) 43 0.000340851 0.3750
(HY1E) 43 0.000340851 0.3750
(> ) 43 0.000340851 0.3750
(FZR53%) 42 0.000332924 0.3661
(HIET) 41 0.000324997 0.3571
(JEEL 7 i) 40 0.00031707 0.3482
(BEHIER) 40 0.00031707 0.3482
(T8 <) 40 0.00031707 0.3482
(B ET) 40 0.00031707 0.3482
(&) 40 0.00031707 0.3482
(EE > ) 40 0.00031707 0.3482
(B ") 39 0.000309144 0.3393
(ke ) 39 0.000309144 0.3393
(B ER) 39 0.000309144 0.3393
(i FLHY) 37 0.00029329 0.3214
(HYB9R) 37 0.00029329 0.3214
(#7520 37 0.00029329 0.3214
(FHF) 36 0.000285363 0.3125
(EIERY) 36 0.000285363 0.3125
(FE8) 36 0.000285363 0.3125
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(B&IR 1) 36 0.000285363 0.3125
(> B2) 36 0.000285363 0.3125
(K& » ) 35 0.000277436 0.3036
(V) 35 0.000277436 0.3036
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Abstract

This corpus-based study investigated verbal interruptions during parliamentary
interpellations based on official and publicly accessible transcriptions provided by
the Legislative Yuan of the Republic of China (Taiwan). While interruptions have
previously been understood as organizing turn-taking, as well as cues and speech
markers, the results of this study suggest that interruptions have a dual nature.
Interruption is incentivised by confrontational discourse strategies and realized by
linguistic expressions, some of which are statistically significant and can be called
keywords. Using open-source data to explore the linguistic features in the speech
patterns of interruptions in institutional discourse, we first identified the word classes
and keywords with significant frequency shifts between interrupted, interrupting,
and regular sentences. Then, we associated the meanings of the keywords with
offensive and defensive discourse strategies. The findings of this study indicate that
interrupted sentences were more reflective of defensive discourse strategies, while
interrupting sentences were associated with offensive ones. Moreover, conjunctions,
adverbs, and pronouns played a more important role in the speech patterns of
interruptions compared with their respective footprint in the lexicon. Conversely,
nouns and verbs, with some exceptions, as well as adjectives, played a lesser role.
We argue that the confrontational incentive structure in institutional debates creates
certain linguistic patterns, mostly statistically significant frequency shifts of
keywords in interrupted and interrupting sentences, and that these patterns might be

useful in explaining interruption.
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1. Introduction

Parliamentary discussions in Taiwan are reflective of the democratic nature of legislature.
Audio-video recordings have well documented highly engaged lawmakers from all parties
attacking opponents verbally and sometimes physically. Less studied, however, are the
linguistic aspects of verbal confrontations during the institutional discourse. This study focused
on verbal interruptions and their role in the nature of language. Due to the argumentative nature
of parliamentary discussions, this type of discourse produced aggressive and extraordinary
linguistic data, which revealed some specific properties of language, such as debate strategies,

possible clausal boundaries, and context-tinged vocabulary.

Taking a corpus-based approach with a heightened focus on interruptions, this study aimed
at addressing two main questions. First, which linguistic level explains interruptions better,
parts of speech or keywords? In terms of parts of speech, we applied the automated tagging
system developed by the Chinese Knowledge and Information Processing (CKIP) Lab.
Keywords refer to the words that appeared significantly more often in interrupted and
interrupting sentences compared with those in regular sentences. Second, how are keywords
linked to discourse functions, and is there an underlying semantic relationship between the

keywords and the discourse functions?

Finally, verbal interruptions do not happen in a vacuum. In agreement with Stainton (1987),
certain situational contexts create an incentive structure for a confrontational style of
conversation. Therefore, the notion of an “incentive structure” at least partly accounts for the

explanation of interruptions.

2. Literature Review

2.1 Interruption

Previous research has shown that interruptions are caused by certain keywords, also called cues
(Duncan, 1972; Wiemann & Knapp, 1975). Others have suggested that it is rather the intention
and motivation of the interrupter that plays a key role (Orestrom, 1983; Bazzanella et al., 1991;
Waltereit, 2002). Conversational analysts have considered interruptions a subtype of turn-taking,
often with the implicit assumption that interruptions do not happen by chance but are
linguistically marked (Sacks et al., 1974).

Starting from this broader perspective, Ferguson (1977) presented a classification of turn-
taking in conversations that distinguished between overlaps (i.e., the current speaker, despite
the intervention, is determined to reach turn-completion) and a single interruption (i.e., the most

common type), and that recognized interruptions as a mechanism of turn-taking along the lines
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of illocutionary effects on the speaker and the hearer. Ferguson (1977) also mentioned other
forms, such as smooth speaker switching (i.e., a change between two speakers with no
interruptions) and silent interruptions (i.e., simple, silent interruptions that indicate that the
current speaker should give up his or her turn). These other forms of interruptions require

physical clues for identification, which was beyond the scope of this study.

As an early conversational analyst, Duncan (1972) also identified cues, such as turn-
yielding cues, back-channel cues, and turn-maintaining cues, and construed them as triggers
that indicated when turn-taking should take place. Wiemann and Knapp (1975) later expanded
this list by adding turn-requesting cues. Orestrom (1983) also claimed that interruptions cannot
be satisfactorily described only with the help of formal criteria because a subjective element is
always involved, and that there is no specific and unambiguous marker, grammatical or lexical,
of turn-finality. Orestrom (1983) suggested considering more factors to better classify
interruptions and proposed a categorization based on grammatical boundaries and turn-taking,
including loudness, speed, length, discourse content, floor winning, age and sex of the speaker,
the manner of recording, and the ongoing speaker’s reactions. Orestrdom (1983) further
established a typology of reasons why interruptions happen and the interruption types observed
in conversational practice, such as anti-communication (i.e., imperatives such as ‘Stop that!”),
protests (e.g., ‘That’s not true!’), and check-up questions (e.g., ‘Why did you just say that?’).
As Waltereit (2002) pointed out, this list was extended by Bazzanella (1991), who included the
psychological element (i.e., interruptions that show emotional effect) and force majeure (i.e.,
interruptions that reflect that two speakers belong to different social power structures).

Signes (2000) continued along this line, that the kind of turn-taking resulting from an
intervention also reveals the emotional orientation of the speakers toward the institutional
character of the interaction, the internal social status and mind-set of the speakers, and the
identities taking part in it. At odds with Hutchby (1996), Signes (2000) argued that interruptions
are dualistic in nature, that is, cooperative and/or disruptive; that what counts as cooperative or
disruptive is subjective, depending on what the speaker/listener thinks; and, finally, that the
interpretation of an interruption is dyadic and intersubjective in nature, meaning that the
interpretation is influenced not only by the participants of the conversation but also by the basic
setting or type of conversation. In terms of classification, Signes (2000) categorized
interruptions by function: interruptions, overlaps, and parenthetical remarks. Levinson (1983)
added inadvertent overlaps and violative interruptions to that list.

More recently, Waltereit (2002), based on the earlier work of Jefferson (1978) and others,
discussed interruptions in terms of a conversational practice, summarizing that interruptions are
a normal part of the conversational practice and, to a certain extent, are tolerated if a speaker
points to something extremely urgent or considers the current conversation irrelevant. Waltereit
(2002) mentioned research by Tannen (1984) and Bazzanella (1991), who posited that
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interruptions can even be regarded as a form of positive politeness if they are aimed at

cooperative joint formulation.

In the search for causes of interruptions, links have been made to discourse markers. Nor
(2012) demonstrated that discourse markers (Fraser, 1990) such as ‘well’, ‘now’, and ‘and’ are
used as turn-initial interruptive devices and used Schegloff’s (2002) framework of what
constitutes an interruption in turn-taking, with a focus on the functions of discourse markers.
However, verbal interruptions in the Chinese-speaking context are still underresearched,

especially interruptions related to institutional discourse.

2.2 Incentive Structure

As shown in the previous section, the literature on interruptions has identified certain formal
interruption types linked to motivation, such as imperatives, protests, and check-up questions,
but it is overly simplistic to argue that interruptions are either directly encouraged or caused by
cues or discourse markers. Instead, Stainton (1987) provided some arguments in considering
the incentive structure of interruptions, asserting that the distribution of interruption types is
influenced by situational context, that the degree of social distance between the participants is
an important factor, and that different degrees of social distance influence the frequency of
interruptions. Stainton’s (1987) argument is important because it can be extended to include
politically and socially constructed distance, such as that in different political parties and in

pursuing different political goals.

In this study, we investigated how interruptions emerged in the context of political
interpellations. We hypothesized that, specifically in the context of political interpellations, the
underlying incentive structure promotes discourse strategies that include interruptions and other
aggressive speech acts in order to create specific illocutionary effects and dominance over the
discourse opponent and to undermine the opponent’s credibility. The literature on interruptions
in political discourse is rather limited, but Goldberg (1990) held that although not synonymous
with power, some interruptions may indeed signal power, rapport, and cooperation,
differentiating in general between power interruptions and non-power interruptions. According
to Goldberg (1990), power interruptions can be understood as a power play between two
interlocutors, in which the interrupter breaks in and cuts off the speaker as a way to display
social power. Such a display of social power is understood as an act of competition, or even
conflict, and is regarded as impolite, rude, and forthrightly hostile or disrespectful toward the

speaker and his or her message.

This line of reasoning has drawn attention to one important element in the incentive
structure: power. Power is a social construct and a quantifiable factor, at least nominally, in
political interpellations because speakers belong to different parties and different groups within

the political system, either in the government or as legislators—most typically, members of the



Let Me Finish!—Speech Patterns of Interruptions in Chinese. 115

A Corpus-based Study on Parliamentary Interpellations on Taiwan

parliament are conducting an interpellation, and a member of the government is answering. This
setting makes clear Goldberg’s (1990) differentiation between power and non-power
interruptions. In interpellations, the incentive structure rewards speech actions that aim at
questioning, showing power, ridiculing, and pressing. Furthermore, Hutchby (1996)
distinguished between cooperative and non-cooperative interruptions with the idea that an
interruption can be purposeful and can be used as a rhetorical device, instead of being just
passively triggered by cues. The current study agrees with the notion of “interruption on

purpose”; therefore, interrupted and interrupting sentences were examined separately.

In summary, an incentive structure shapes the motivation of participants to communicate
in a certain way and hence is more directly associated with discourse strategies, and even
linguistic expressions, than with context or intersubjectivity. We hypothesized that interruption

effects could be observed at, albeit not fully explained by, the parts-of-speech level.

2.3 Defining Interruption Incentive Structure

In this study, we considered sentences “interrupted” if marked as such in the official transcripts
provided by the official website of the Legislative Yuan of the Republic of China (Taiwan).
Specifically, interrupted sentences were those that were explicitly marked as incomplete, using

a set of three dots to indicate an ellipsis (...) at the end of an utterance.

We regarded any sentence that directly followed an interrupted utterance an “interrupting”
sentence; hence, each interrupted utterance had an interrupting counterpart. In a few cases, an
interrupting sentence was interrupted by a following sentence, and those special cases were
listed as both interrupted and interrupting. Due to their small number, the impact on the analysis

was negligible.

Any sentence that was neither interrupted nor interrupting was defined as a “regular”
sentence that ended with a full stop (.), an exclamation mark (!), or a question mark (?), rather
than an interrupted/interrupting sentence that ended with an ellipsis (...). Moreover, since our
definition of interrupted was limited to sentences, grammatically defined as a complete syntactic
unit in written or spoken form, and did not include utterances, which generally refer to any
number of words spoken (uttered) during a conversation, utterances were irrelevant in our
analysis. However, because the data was extracted from the official transcripts of the Legislative
Yuan of Taiwan, we therefore used the terms “sentence” and “utterance” interchangeably in the

discussion presented in this paper.
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The corpus of this study was built from the transcribed recordings of various official meetings

of Taiwanese lawmakers and ministers, which are publicly available on the official website of
the Legislative Yuan of the Republic of China, Taiwan (177 #5## /) %).! The transcribed
materials included in the corpus were extracted from the documents and records shown in
Tables 1 and 2:

Table 1. Minutes of the 5th meeting of the 2nd session of the 9th Legislative Yuan

No. Dates Meetings or Topics

#71 29 Sep. 2016 | Finance Committee Meeting
Joint meeting of the two committees of the Interior, Justice and

#71 29 Sep. 2016 | Legal System; Transportation Committee Meeting; Social Welfare
and Sanitation and Environment Committee Meeting

471 11 Oct. 2016 Continue to quc?stlon .the Pres@ent of the Executive Yuan’s Policy
Address—continued interrogation

#72 50Oct. 2016 | Interior Committee Meeting; Finance Committee Meeting

#72 50ct. 2016 |Foreign Affairs and National Defense Committee Meeting

#72 6 Oct. 2016 | Foreign Affairs and National Defense Committee Meeting

#72 12 Oct. 2016 | Public hearing of the House-wide Committee Meeting

Table 2. Minutes of the 6th meeting of the 2nd session of the 9th Legislative Yuan

No. Dates Meetings or Topics
Social Welfare and Hygiene Environment Committee Meeting;
#13 > Oct. 2016 Education and Culture Committee Meeting
473 14 Oct. 2016 Report matters,. contlpue to inquire about the President’s Policy
Address—continued interrogation
Continue to inquire about the President’s Policy Address—after the
#73 18 Oct. 2016 | inquiries are answered, the Executive Yuan’s reply part and the
members’ question part
#74 50ct. 2016 |Transportation Committee Meeting
#74 13 Oct. 2016  |House-wide Committee Meeting
#74 17 Oct. 2016 | House-wide Committee Meeting
#74 19 Oct. 2016 | House-wide Committee Meeting
#74 20 Oct. 2016  |House-wide Committee Meeting

The official website is available at: http://Ici.ly.gov.tw/
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The corpus contained 18,050 utterances from 159 speakers, including 395,235 words. Of
all the recorded utterances, 1,089 utterances (6%) were marked by the Legislative Yuan as
incomplete, which were defined as interrupted sentences (see Section 2.2). The interrupted
sentences included 18,629 words, and the interrupting sentences totaled 18,370 words, as shown
in Table 3 below. The interrupting sentences were mostly questions and statements, with

exclamations making up about 9% of all the interrupting sentences.

Table 3. Sentence types in the corpus

Sentence Types Sentence Counts Word Counts
Regular sentences 15,872 358,236
Interrupted sentences 1,089 18,629
Interrupting sentences 1,089 18,370

3.2 Limitations

To clarify the limitations of this study, a few things should be noted. First, the analysis was
solely based on the official written transcripts of the parliamentary interpellations. We did not
interpret what might or might not count as an interrupted sentence but instead relied fully on
the definition provided by the Legislative Yuan.

Second, the Legislative Yuan did not transcribe the conversations according to the
conventions of Conversation Analysis. Information about intonation, among other speech
elements, was not available. The Legislative Yuan did not provide an official definition of
exactly which circumstances stenographers were advised to mark an interruption with an ellipsis.
However, based on our extensive reading of the materials, the official transcripts were
consistent in terms of formatting and level of transcription detail. For example, throughout the
transcripts, final particles expressing emotions, such as a (%), o (&), and so on, occurred

frequently, as expected.

Third, we did not examine audio or video recordings to verify that each interruption was
accurately recorded to the syllable. We noticed, however, that cut-off words were not found in
the transcript, such as ban... (¥%...) for banshichu (4}#E5%) ‘office’. The microphones of the
speakers were open during the conversations; it was, therefore, possible for any speaker to speak
over someone else. The stenographers could hear the end of an interrupted sentence as well as
the beginning of an interrupting sentence as clearly as anyone else.

Finally, we had no information about overlaps. It was reasonable to assume that some
overlapping occurred, but due to the nature of the transcriptions, there was no way of knowing

when and how the overlapping occurred.
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Despite those limitations, the database represents the first large-scale statistical, and
linguistic attempt to look into the phenomenon of interruptions in the Chinese-language context.
We maintain that the amount of data extracted allowed us to address how interruptions in the
discourse were realized more objectively, repeatedly, and in a data-driven way than using a
small-scale but very detail-oriented approach.

3.3 Calculation

3.3.1 Test 1: Word-by-Word Comparison

In order to realize whether a word appeared more or less often in interrupted and interrupting
sentences than in regular sentences, we compared words on both the word level and the parts-
of-speech level. We compared the frequency of each word against itself across the three
sentence types (i.e., interrupted, interrupting, and regular) using a two-side 7-test based on the
weight differences that each word exhibited.? The weight differences were approximately
normally distributed (see Figures 1 to 4); therefore, we calculated a z-score® that represented
the standardized deviation from the mean value. Its associated p-value indicated how likely it
was that the observed deviation would occur due to chance, rather than, in our case, caused by
interruption effects. We repeated this calculation independently for each word in the interrupted
and interrupting sentences. Table 4 demonstrates this with an example of the word gishi (FLE)
‘actually’:

Table 4. Word frequency differences across the three different sentence types

Words | English | Weight |Weight Regular®| Weight Difference | Z-scores |P-values

Interrupted Sentences

s

HE actually 0.0033 0.0019 0.0013 3.6883 | 0.0002

Interrupting Sentences

HE | actually | 0.0013 0.0019 -0.0006 -2.1062 | 0.0352

Note: "Weight Regular=weight in the regular sentences.

2 The weight of a word refers to the proportion of the sum of all instances of a word xi over the sum of
all in-stances of all other words x; within the same sentence type, w=(3 x:/(3x)), either interrupted,
interrupting, or regular. Weight difference refers to comparing weights between sentence types.

3 The standard z-score is defined as z=(x-p)/c.
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Figures 1 to 4 show the distribution of the weight differences for the words between
interrupted, interrupting, and regular sentences. The plots in Figures 1 and 3 show all the words,
and the plots in Figures 2 and 4 only show frequently occurring words (count >10 in the entire

transcript).
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Figure 1. Distribution of weight differences for all words in the
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Figure 4. Distribution of weight differences for words with >10
occurrences in the interrupting sentences

The figures above demonstrate that the weight differences across all (or only a subset of)
the words were normally distributed. Therefore, we calculated a z-score for each word, and its
associated p-value measured how likely that, compared with its baseline in the regular sentence,
an increased or decreased occurrence of a word in the interrupted and interrupting sentences
would randomly occur. As the analysis shows, some of the frequency shifts were explained by
interruption effects.

3.3.2 Test 2: Comparing Word Rankings in Parts-Of-Speech Categories across
Sentence Types

A second test was performed to check the variability of word rankings within the same parts-
of-speech category. First, every word was given three rankings in its respective parts-of-speech
category* or categories according to its frequencies in interrupted (ED-Ranking), interrupting
(ING-Ranking), and regular (Regular Ranking) sentences. We compared the rankings against
each other and excluded all words that had a ranking in one sentence type (mostly the regular
sentence type) but did not appear in another sentence type (mostly the interrupted and
interrupting sentence types). The resulting pairs of rankings were compared by a two-tailed
Wilcoxon signed-rank test.> This test measured the significance of the word ranking differences
(called “rank shifts”) in each parts-of-speech category compared to itself across the different

Some Chinese words (character combinations) are associated with more than one word class. For
example, words like zhigian (Z F1) ‘before’ can be temporal nouns (Nd) or locative nouns (Ng); words
like buran (~4R) ‘otherwise, it is not” can be either conjunctions (Cbb) or stative intransitive verbs
(VH). Again, the categorization of each word in each sentence was tagged by the automated sentence
tagger provided by CKIP.

5 We used the Wilcoxon signed-ranks test calculator available at:
https://www.socscistatistics.com/tests/signedranks/default.aspx
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sentence types.® The test returned a p-value that suggested how likely the observed ranking
differences in an entire parts-of-speech category would be attributed to random chance.” Our
null-hypothesis was that the ranking of words within a category would be similar across
sentences types (see Table 5). A preliminary explanation of instances in which this was not the

case will be provided in the analysis.

The calculation of rank shifts was undertaken with the following considerations in mind.
We limited the scope to only words that had at least 10 or more occurrences in the regular
sentence type because, based on the absolute differences in type size, the low-frequency words
in the larger-size regular sentence type had a much higher ranking than the low-frequency words
in the smaller-size interrupted and interrupting sentence types when those words were included
in the smaller-size sentence types. Due to the nature of the Wilcoxon signed-ranks test, these
differences added up and caused the compounded overall ranking difference to be very large,

resulting in false positives (i.e., very low p-values).

Following the same logic, we excluded all words in the regular sentence type that were not
included in the interrupted and interrupting sentence types (i.e., zero-entry due to their low
frequencies). Furthermore, to reflect the low limit of at least 10 occurrences in the regular
sentence type, we also needed to take precautions against low-frequency words in the other two
sentence types. Instead of using a hard cut-off as an arbitrary limit, we used the numerically
highest ranking number minus 1 as an indicator for how many words above should be included.
For example, in the numeral adverbs (Da) class,® the highest ranking number in the interrupted
column was 8 (in total, five words had a ranking of 8, all with a frequency of one); therefore,
we included only the first seven words. This was a simple yet robust method that, in effect, ex-
cluded most words in a category with the lowest frequency (=1), while at the same time it was
sensitive to varying category sizes. In only a very few cases did we need to apply a hard cut-off
of 100 words, such as when this method failed to limit the total word count to #=200.° In some
other cases, only a W-value could be calculated, but not a p-value, because critical N (N>20)
was not reached. In the few cases of a very low N size (=10), the Wilcoxon signed-ranks test

failed. Due to space limitation, Table 5 shows a list of selected categories.

® Rank shift is a simpler term for significant rank differences between types of sentences calculated by
the Wilcoxon signed-rank test.

7 In the few cases of N being lower than 20 words, a p-value could not be calculated so we used the W-

value instead.

Examples of the numeral adverbs (Da) class include dayue (K4Y) ‘about’, zuiduo (f5:%%) ‘at most’, etc.

n=200 is the maximum count of items generally recommended for a Wilcoxon signed-rank test.
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Table 5. Within-category (parts of speech) comparison of word frequency rankings
across the interrupted, interrupting, and regular sentence types

P-value Rank

P-value Rank

P-value Rank

Parts-of-speech Categories | qpip EDING | " | Shifts RoED| " | Shifts RoING | "
Adjectives
A (ex. 2FE) 0.3953 22 0.1031 20 0.4533 24
Conjunctions
Caa coordinating (ex. F1) not significant!® | 12 not 10 | not significant'? | 72

significant!!
Cbb subordinating (ex. {15 0.6171 62 0.2627 41 0.5029 30
Adverbs
D (ex. [H&E) 0.7490 100 0.1310 130 0.2670 123
Dfa with degree (ex. FEH) 0.7263 20 0.9283 14 | not significant'3 | 74
Nouns
Na regular (ex. [HH) 0.2891 100 **0.0017 100 0.0629 100,
NC place names (ex. K[FE) 0.4902 100 0.2041 96 0.3077 95
Ncd locative (ex. #[H]) 0.9761 20 0.1556 18 0.1310 20
Nd temporal (ex. HFET) 0.5093 31 0.4777 19 0.2713 31
Neqa count nouns (ex. F:LE) 0.7949 28 0.7114 25 0.2041 28
Nh pronouns (ex. ) 0.6384 20 0.5029 19 *0.0414 18
Prepositions
P(ex. E) 0.3271 50| 03681 53 0.9362 45
Verbs
VA intransitive (ex. J35E) 0.5353 42 0.7566 38 0.0873 44
VC transitive (ex.fzH) 0.0000 186 0.1499 162 0.1096 177
VD ditransitive (ex. i) 0.5093 11 data 7 *0.0340 15
insufficient

VE verb + subclause (ex. 53.15y) 0.3173 76 *0.0357 72 0.8026 65
VF verb + verbal phrase (ex. 0.6101 14 0.4237 11 0.7566 12

10 W=16, critical value for W at N=8 (p<0.05) is 3.
11 'W=17, critical value for W at N=9 (p<0.05) is 5.
12 W=13, critical value for W at N=9 (p<0.05) is 5.
13 W=10, critical value for W at N=6 (p<0.05) is 0.
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Parts-of-speech Catesories P-value Rank P-value Rank P-value Rank
-ol-sp 8OTIES | Shifts EDING | " | Shifts RoED| " | Shifts RoING |

HeaE)
VG categorical (ex. %Ey) 0.8493 23 0.0836 20 0.3222 21
VH stative intransitive (ex. %% 0.3953 127 0.3271 113 0.1615 116
77
VHC causative (ex. J58) not significant' | 9 0.8887 16 0.5353 12
V] stative transitive (ex. }35) 0.3030 47 0.5823 36 0.4237 40
VK stative + subclause (ex. % 0.8729 36 0.0989 35 0.7490 28
)
=

Note: ED=interrupted sentence type; ING=interrupting sentence type; R=regular sentence type; *=p <0.05;
sk
=p <0.01.

As Table 5 demonstrates, most categories had comparable internal word rankings across
the different sentence types, as expected. First, this suggested that not all words within a parts-
of-speech category participated in the phenomenon of interruptions. Put differently,
interruptions were not predominantly caused at the parts-of-speech level. However, we have to
be careful with this statement because our analysis in Section 4 will also show that conjunctions,
adverbs, and pronouns were overrepresented in the keywords, and nouns, verbs, and adjectives
were underrepresented, compared with the overall percentage in the lexicon and the 100 most
common words in the corpus. On the question of the relationship between parts of speech and
interruptions, the status and function of a keyword was not predicated on its specific placement
within a parts-of-speech category. Yet some parts-of-speech categories participated more
actively in interruptions than other categories did. The underlying mechanism of interruptions
might be best understood as being related to both frequency and semantics. On the one hand,
most of the keywords were very common words, while on the other hand, we did not find that
the keywords were semantically random; rather, we found that there was a relationship between

discourse functions and strategies, as will be shown in Section 5.

3.4 Word Tagging and Parts of Speech

All the sentences in this corpus were tagged automatically, with no human intervention or
correction, using the CKIP sentence tagger developed by the CKIP Lab at Academia Sinica (Ma
& Chen, 2003)." CKIP differentiates 46 parts-of-speech categories, organized in 10 main

groups.'® Automated tagging arguably includes mistakes and is different from a parts-of-speech

14 'W=17, critical value for W at N=8 (p<0.05) is 3.
15 See ckip.iis.sinica.edu.tw
16 See ckipsvr.iis.sinica.edu.tw
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analysis provided by a native speaker. We always followed the CKIP system because automated

word tagging creates repeatable and comparable results.

3.5 Defining Keywords

Two conditions had to be satisfied to be classified as a keyword. First, a keyword was a word
that appeared at least 10 times in the entire corpus, and second, its associated p-values (one for
its frequency in interrupted sentences and one for its frequency in interrupting sentences) had
to be at least 0.05 or lower. The p-value was interpreted as the likelihood that the difference in
frequency between its usage in regular sentences and interruption sentences would occur due to
random chance. This threshold was set arbitrarily but was based on the assumption that often-
appearing interruption effects would be observed by often-appearing structural features. We did

not exclude the possibility that some other systematic trigger stimulus also existed.

We referred to significant words as keywords in the study, whether they appeared in
interrupted or interrupting sentences. A strict distinction between these two sentence types (i.e.,
interrupted and interrupting) was unnecessary because each type was clearly delineated

whenever they appeared.

3.5.1 Position of Keywords in a Sentence

Once a keyword was statistically identified, we did not know where exactly it appeared in a
sentence. As explained above, we did not calculate the distance from the truncated turn-final
position because in considering word position, we did not know how to relate “difference from
turn-final” to any random position in a regular sentence. We considered the position of a word
in a regular sentence to be random and to co-vary with content-dependent factors. Therefore, a
keyword was accounted for only by its appearance in an interrupted, interrupting, or regular
sentence, not by its location. As a consequence, any keyword(s) in a sentence—by itself or in

cooperation with other keywords—was regarded as important, independent of location.

3.5.2 Marking Keywords in Example Sentences

In each given example sentence in the analysis, the selection of the keyword was used for
exemplary purposes only. For example, our analysis showed that pronouns were important in
explaining interruptions. Therefore, to demonstrate the importance of pronouns, we selected a
few example sentences from the database that included a pronoun. According to our subjective
reading, these example sentences clearly demonstrated the interruption effect of pronouns, as

shown in (1) below'”:

17 Note that in the example sentences shown, specific selected keywords were not necessarily responsible
for triggering the interruptions. The example sentences were meant to demonstrate that a specific
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() 1952  FERFERAAE S [ E—E---

‘Minister Li and I are also discussing this issue...’

Note that in (1) above, the word wenti ([5]&H) ‘problem’ was not considered a keyword because
its associated p-value was not significant. Although it appeared very often, its frequency was
relatively consistent across all types of sentences—regular, interrupted, and interrupting. The
same was the case for all the other words in this example sentence, including gen (¥§) ‘with/and’,
ye (17) ‘also, too’, you () ‘have’, zai ({£) ‘is, in, (grammatical particle)’, taolun (5T

‘discuss’, zhe (32) ‘this’, and ge ({#) ‘(counting particle)’. The only other possible valid
keyword, next to wo (FX) ‘I’, according to the test results, was buzhang (') ‘minister’, as
discussed in the names and personal titles section. We chose wo ‘I” here on subjective grounds.
In fact, wo ‘I’ and buzhang ‘minister’ might have co-triggered the interruption as two or more

keywords can jointly trigger interruptions.

4. Analysis

This section will present the analysis of the interrupted and interrupting sentences, which were
organized by parts of speech. The most common keywords were not distributed in the same way
across parts-of-speech categories as suggested by their overall number in the corpus (and by
extension in the lexicon). Conjunction, adverb, and pronoun keywords were overrepresented,
while noun, verb, and adjective keywords were underrepresented. This suggests that, if anything,
some parts-of-speech categories were more important for interruptions than others and,
conversely, that some parts-of-speech categories play a less important role. Table 6 shows the
comparison of the distribution of total word counts in the corpus in each parts-of-speech
category and their respective percentages with that of the total word counts of the keywords. In

both cases, only word types were calculated.

keyword was somehow involved in the speech act of interruption, but this did not imply that it alone
caused the interruption. In fact, it was possible that all the keywords identified in this study only
represented an epiphenomenal linguistic pattern, one that was only correlated with interruptions on the
surface level but was unrelated to causation.
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Table 6. Distribution of parts-of-speech categories in the corpus vs. distribution of

keywords
Parts of Speech W?é?);‘::;;l ts % of Total ‘2/10(23500;:;35 % of Total

(A) Adjectives 265 1.5% 0 0.0%

(C) Conjunctions 130 0.7% 9 9.1%
(D) Adverbs 813 4.6% 22 22.2%
(N) Nouns 9,017 51.0% 29 29.3%
(Nh) Pronouns 57 0.3% 10 10.1%
(O) Others 186 1.1% 11 11.1%
(V) Verbs 7,205 40.8% 18 18.2%
Total 17,673 100.0% 99 100.0%

Furthermore, keywords were not to be confused with the most frequent words. A keyword

is different from a regular frequent word in that it shows a specific significant frequency shift

across different sentence patterns, whereas a regular frequent word appeared similarly

frequently across all sentence types. We demonstrated this by looking at how many of the most

common words also appeared in the list of keywords. Keywords that were also among the most

common words were arguably less strictly related to interruptions than keywords only.

Table 7. Comparison of the top 100 most common words that also appeared in the

list of keywords
Word Counts Most | Keywords —
Most Common
Parts of Speech (Most Words — Common Most Keywords — Most
Common 100 Kevwords Words — | Common | Common Words
Words) yw Keywords| Words
(A) Adjectives 0 0 0 0
(C) Conjunctions 11 8 3 1 A
—E, NE, X,
(D) Adverbs 22 17 5 5 Hediz, 25k
—, B, E
E"’ ﬁ 2
(N) Nouns 26 18 8 11 g% E Bzizg
W, M 5
(Nh) Pronouns 10 10 0 0
(O) Others 13 8 5 3 Uik, 5, 27
], EZ, A,
V) Verb 18 12 6 6 shrsal S
(V) Verbs Ry, B, T
Total 100 73 27 26
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Conversely, words that were the most common across any sentence type but did not appear in

the list of keywords were least relevant for the topic at hand.

As Table 7 demonstrates, the most frequent words and keywords were notionally different.
To give a general picture, Table 7 does not differentiate between keywords occurring in either
interrupted or interrupting sentences—or its increased or decreased tendencies for that matter—
but reports only the overall sum. If a certain keyword appeared in both the interrupted and
interrupting sentences in a significant way, it was counted only once in the table. However, as
we proceed with the analysis in more detail below, we count keywords in the interrupted and

interrupting sentences separately.

Table 7 also shows that although some keywords were also the most frequent, roughly
one-quarter (26 out of 99) of the keywords were not. Conversely, 27 words were very frequent
but did not count as keywords. As a general rule, words with significant frequency shifts in the
interrupted sentences were non-significant in the interrupting sentences, and vice versa. This is
important to note when comparing numbers between the sentence types. In the following, we
will introduce each parts-of-speech category and its contribution to interruptions in detail before
we discuss the possible relationships between the parts of speech and discourse functions and

strategies in Section 5.

4.1 Pronouns

In terms of the interrupted sentences, we observed that first-person pronouns were used
significantly more often than in the regular sentences, but the use of second-person pronouns
significantly decreased, as shown in Table 8 below. We counted 766 instances of wo (%) ‘I,
women (FA'7) ‘we’, and ziji (H2) ‘self’—in contrast to only 106 instances of ni ({/K) ‘you’
(sg.), nimen ({K) ‘you’ (pl.), and nin (f&) ‘you’ (polite)—in the interrupted sentences. This
suggests a situation in which the interrupted speaker adopted a defensive strategy to explain his
or her view while being constantly attacked. It could also mean that the legislators were more

likely to be interrupted when they spoke about themselves and their in-group.

Table 8. Pronouns in the interrupted sentences

Parts of Speech |Words| English | Weight Interrupted” |Weight Regularf| Tendency | P-value
Pronoun (Nh) ® I, me 0.0229 0.0146 increased | 0.0000
Pronoun (Nh) | 3 we 0.0172 0.0112 increased | 0.0000
Pronoun (Nh) | AJF | myself 0.0006 0.0022 decreased | 0.0000
Pronoun (Nh) 4 you 0.0036 0.0088 decreased | 0.0000
Pronoun (Nh) | #R{f] | you (pl.) 0.0012 0.0026 decreased | 0.0000
Pronoun (Nh) & |you (polite) 0.0009 0.0022 decreased | 0.0000

Note: *Weight Interrupted=weight in the interrupted sentences; "Weight Regular=weight in the regular

sentences.
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Table 8 above shows a sample of pronouns with significant frequency shifts between the
interrupted and the regular sentences. Out of the 24 pronouns found in the interrupted sentences,
only eight (six shown here) exhibited significant frequency shifts.

In the interrupting sentences, on the other hand, we observed a significant increase in both
second-person (singular and plural) pronouns and first-person (singular) pronouns, as shown in
Table 9 below. This suggests that, in contrast to the defensive discourse strategy in the
interrupted sentences above, the interrupters often directed their verbal attacks toward an

individual or a group.

Table 9. Pronouns in the interrupting sentences

Parts of Speech | Words | English |Weight Interrupting*| Weight Regular® | Tendency| P-value
Pronoun (Nh) | 1R you 0.0209 0.0088 increased | 0.0000
Pronoun (Nh) ® I, me 0.0183 0.0146 increased | 0.0000
Pronoun (Nh) | {K{" | you (pl.) 0.0052 0.0026 increased | 0.0000
Pronoun (Nh) | f{f |they, them 0.0038 0.0028 increased | 0.0020
Pronoun (Nh) | #{f we 0.0089 0.0112 decreased| 0.0000

Note: *Weight Interrupting=weight in the interrupting sentences; "Weight Regular=weight in the regular
sentences.

Table 9 shows a sample of pronouns with significant rank shifts between the interrupting
and the regular sentences. Many more words, marked as pronouns by CKIP, did not follow this
pattern, for example: nin () ‘you (polite)’, benxi (AF) ‘myself’, dajia (K5%) ‘everybody’,
shei () ‘who’, and benshen (K &) ‘myself’, among others. Out of the 28 pronouns found in
the sentences, only seven (five shown here) had a p-value <0.05 in the interrupting sentences.

4.2 Conjunctions

As a parts-of-speech category, conjunctions did not exhibit sufficiently different occurrence
patterns between the interrupted, interrupting, and regular sentences. However, some individual
conjunctions showed significant interruption effects, specifically yinwei ([ &) ‘because’, suoyi
(Fr L) “therefore’, danshi ({H5E) ‘but’, and ruguo (415E) ‘if’. We observed this tendency also
for the noun yuanyin (JF[A) ‘reason’, but to a lesser extent. These functional words were used
to indicate reasoning and to present arguments in a logical fashion. This suggests that the

interlocutors were more likely to be interrupted when they used reason during political debates.

In the interrupting sentences, the conjunction suoyi ‘therefore’ followed the pattern of
yinwei ‘because’; however, whereas yinwei ‘because’ showed a significant increase in usage
only in the interrupted sentences, suoyi ‘therefore’ was used significantly more often in both
types of sentences as a general marker of interruptions. Break points were associated with the
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use of restrictive conjunctions such as danshi ‘but’ and ruguo ‘if” and to some degree also with
keshi (A]J£) ‘but’. When used by the interrupted speaker, restrictive conjunctions indicated the
speaker’s intention to introduce a different argument. From the opponent’s perspective,
however, formulating a nuanced argument invited opposition. Out of the 55 conjunctions
included in the list of interrupted sentences, only the six listed below in Table 10 showed

significant rank shifts:

Table 10. Conjunctions in the interrupted sentences

Parts of Speech | Words | English | Weight Interrupted* |Weight Regular’| Tendency | P-value
Conjunct. (Cbb) Ky | because 0.0084 0.0040 increased | 0.0000
Conjunct. (Cbb) | FfLA | therefore 0.0063 0.0043 increased | 0.0000
Conjunct. (Cbb) | %15 if 0.0055 0.0035 increased | 0.0000
Conjunct. (Cbb) | {H&E but 0.0040 0.0029 increased | 0.0026
Conjunct. (Cbb) | i but 0.0013 0.0006 increased | 0.0434
Conjunct. (Caa) | Jz and 0.0012 0.0022 decreased | 0.0054

Note: *Weight Interrupted=weight in the interrupted sentences; "Weight Regular=weight in the regular
sentences.

In the interrupting sentences, the situation was different, as shown in Table 11. Only the
conjunction suoyi ‘therefore’ showed a significant increase in usage frequency in the
interrupting sentences, arguably because suoyi ‘therefore’ was often used to ask questions and
formulate a conclusion in a dialogue. The remaining four words were not associated with
semantic patterns and hence remain currently unexplained. Out of the 44 conjunctions included
in the list of interrupting sentences, the five conjunctions below in Table 11 showed significant
rank shifts:

Table 11. Conjunctions in the interrupting sentences

Parts of Speech| Words | English | Weight Interrupting* | Weight Regular'| Tendency |P-value
Conjunct. (Cbb)| FTLL | therefore 0.0064 0.0043 increased | 0.0000
Conjunct. (Caa) | K and 0.0010 0.0022 decreased | 0.0002
Conjunct. (Caa) | # and 0.0011 0.0019 decreased | 0.0071
Conjunct. (Caa) | i and 0.0010 0.0017 decreased | 0.0186
Conjunct. (Cbb) | [ and, but 0.0015 0.0022 decreased | 0.0217

Note: *Weight Interrupting=weight in the interrupting sentences; "Weight Regular=weight in the regular
sentences.
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4.3 Nouns

Nouns comprised the largest parts-of-speech category, making up roughly 50% of the corpus.
However, they contributed only 29 words to the list of keywords, which was 29% of the
keywords. Of those 29 keywords, 11 nouns were in the list of keywords but were not found in
the top 100 most common words, so they were the best candidates for further analysis. Tables
12 and 13 below show some of the nouns of interest:

Table 12. Noun keywords in the interrupted sentences that were not also in the top
100 most common words

Parts of Speech | Words |English| Weight Interrupted*|Weight Regular’| Tendency | P-value
Nouns (Na) | & | fact 0.0017 0.0008 increased | 0.0107
Nouns (Na) FA | basis 0.0013 0.0004 increased | 0.0195
Nouns (Nf) A term 0.0013 0.0002 increased | 0.0043
Nouns (Na) | Fff | case 0.0014 0.0007 increased | 0.0319

Note: *Weight Interrupted=weight in the interrupted sentences; "Weight Regular=weight in the regular

sentences.

Table 13. Noun keywords in the interrupting sentences that were not also in the top
100 most common words

Parts of Speech |Words| English |Weight Interrupting* | Weight Regular’| Tendency |P-value
Nouns (Na) &4 | talk, speech 0.0025 0.0012 increased | 0.0001
Nouns (Na) F | chairman 0.0002 0.0013 decreased | 0.0002
Nouns (Na) | BUR policy 0.0005 0.0013 decreased | 0.0063
Nouns (N¢) |ZE®| committee 0.0001 0.0008 decreased | 0.0170

Note: *Weight Interrupting=weight in the interrupting sentences; "Weight Regular=weight in the regular
sentences.

Furthermore, referring back to Table 5, regular nouns (Na), as a category, showed one of
the most significant rank shifts between the interrupted and regular sentences (p<0.0017). The
statistical explanation was that regular nouns—as well as regular adverbs (D) and verbs (VE)
(to a lesser degree)—in the interrupted sentences yielded the highest count of absolute ranking
differences: 6% for the top 100 words, followed by 26% for the top 1,000 and 32% for the top
10,000 words. This suggested that frequently used nouns in the regular sentences did not appear
in the interrupted sentence, and vice versa. The discourse explanation was that the regular nouns

were highly content-dependent and were supposed to co-vary strongly with the topic.
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Another issue involved temporal nouns. The CKIP team classified the words mugian (B
A1) ‘currently’, guoqu (382%) ‘past’, and dangshi (EHF) ‘now’ as temporal nouns in Chinese
because they either were composed of a noun (e.g., mu ‘eye’, shi ‘time’) or could be used as a
noun (e.g., guoqu ‘past’). In English, however, they are not classified as nouns but as adverbials.
In the interrupted sentences, these three words showed a significant shift in frequency. We argue
that they functioned as downtoners that were used in defensive discourse strategies, indicating

a temporal limitation to what was being said to appear restrained or cautious.

Table 14. Temporal nouns in the interrupted sentences

Parts of Speech | Words | English | Weight Interrupted* |Weight Regular’| Tendency |P-value
Temp. Noun (Nd) | HF] currently 0.0035 0.0018 increased | 0.0000
Temp. Noun (Nd) | #Z | ago, before, 0.0017 0.0012 increased | 0.1862

previously
Temp. Noun (Nd) | &=HF before 0.0012 0.0006 increased | 0.1614
Temp. Noun (Nd) | K7 | in future 0.0007 0.0012 decreased | 0.0902

Note: *Weight Interrupted=weight in the interrupted sentences; "Weight Regular=weight in the regular
sentences.

Although the word mugian ‘currently’ was the only temporal noun that showed significant
rank shifts in the interrupted sentences (see Table 14), we nonetheless argue that the word was
a good example of a downtoner, a keyword that appeared significantly more often in the
sentences that were being interrupted. Our argument is that it represented more than just a
temporal downtoner and reflected a certain attitude of what might be called “pseudo-objectivity,”
that is, to appear objective and scientific. As such, it created argumentative boundaries that were
very likely to be challenged by the opponent. In the interrupting sentences, mugian ‘currently’
exhibited a contrastive tendency and was used much less as an aggressive strategy. This
suggested that mugian ‘currently’ played an important role in inviting interruptions, albeit
arguably not intended by the speaker. In terms of the interrupting sentences, the word xianzai
(FR1F) ‘now’ featured a higher frequency in the interrupting sentences than in the regular
sentences, as shown in Table 15 below:

Table 15. Temporal nouns in the interrupting sentences

Parts of Speech | Words | English | Weight Interrupting* | Weight Regular’|Tendency| P-value
Temp. Noun (Nd) | ¥77E now 0.0060 0.0040 increased | 0.0000
Temp. Noun (Nd) | HFA{ |currently 0.0012 0.0018 decreased| 0.0451

Note: *Weight Interrupting=weight in the interrupting sentences; "Weight Regular=weight in the regular
sentences.
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4.4 Adjectives

As a parts-of-speech category, the rank shifts of adjectives between the interrupted and the
regular sentences showed a weak tendency (p=0.10). The adjectives yiding (—E) ‘necessary’,
yiban (—H%) ‘regular’, and jiben (F:A) ‘basic’ exhibited weak interruption effects but not at a
significant level (p>0.05). The reason might have been that the adjectives belonged to a group
of content words and were expected to co-vary with speech content more than with interruption
patterns.

4.5 Verbs

In general, verb keywords were underrepresented in both lists of the top 100 most common
words and significant keywords. Verbs made up roughly 41% of all the words in the database
but accounted for only 18% of the keywords. Furthermore, there were 18 words in the top 100
most common words. This suggested that verbs were less relevant as keywords. In total, three
subtypes of verbs showed a significant rank shift: transitive verbs (VC) were significantly
different between the interrupted and the interrupting sentences (p<0.0455); ditransitive verbs
(VD) were different between the interrupting and the regular sentences (p<0.0340); and verbs
with adjunct subclauses (VE) were different between the interrupted and the regular sentences
(»<0.0357), as shown in Table 16 below:

Table 16. Verb classes with significantly different within-rank shifts between various

categories
Parts of Speech ) Valsl;:;flf e n I;K;:“;Eigg‘ n Rfl-l‘l](alslileift n
ED<ING R<ING
VC transitive (ex.f£) *0.0455 186 0.1499 162 0.1096 177
VD ditransitive (ex. $£ft) 0.5093 11 | data insufficient | 7 *0.0340 | 15
VE verb + subclause (ex. £%5) 0.3173 76 *0.0357 72 0.8026 65

Note: ED=interrupted sentences; ING=interrupting sentences; R=regular sentences; *=p<0.05.

The question of why VC and VD verbs showed significant interruption effects remains
unanswered at the moment. In terms of the VE verbs, we also speculate that they showed
significance because they often appeared at the beginning of a sentence before the interruption
took place. The 10 most common VE verbs were: gingwen (35 5) ‘may I ask’ (p<0.0000), jiang
(E#) ‘say’ (p<0.0210), tidao (}2%!) ‘mention’ (p<0.0531), dafu (Z7&) ‘to answer’ (p<0.0572),
zhixun (&) ‘to question’ (p<0.0808), gingjiao (F52%) ‘to consult’, wen () ‘ask’, xunda (§5
&) ‘inquire’, renwei (53.5) ‘argue’, and kandao (B %) ‘have seen’, all of which belonged to
a subclass of discourse markers that were used to talk about speech content. The first two words
showed interruption effects. Qingwen ‘may I ask’ was used significantly less often in the regular
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sentences; jiang ‘say’, on the other hand, was used significantly more. The verbs dafu ‘to answer’
and zhixun ‘to question’ were used more by the questioning opponents and much less by the

queried persons.

The most common verbs with a significantly increased occurrence in the interrupted
sentences were you (75) ‘there is, have’, meiyou (%75) ‘do not have’, jiang (%) ‘say’, xiwang
(FE) ‘to hope’, and kan (§) ‘see’, and those with a significantly decreased occurrence in the
interrupted sentences included ging (%) ‘please’, rang (GE) ‘let’, and xiexie (F{#}) ‘thank you’.
With the exception of xiexie ‘thank you’, all of these words were found among the top 100 most
common words in the corpus. Table 17 below shows some verbs with significantly changed
behavior between the interrupted and the regular sentences. Most of these verbs were related to
speech acts, which additionally explains why they appeared in the interrupted sentences more

often.

Table 17. Verbs in the interrupted sentences

Parts of Speech | Words| English | Weight Interrupted* | Weight Regular’ | Tendency| P-value
Verb (V_2) A have 0.0179 0.0140 increased | 0.0000
Verb (VJ) 72H | do not have 0.0041 0.0030 increased | 0.0025
Verb (VE) A talk 0.0028 0.0019 increased | 0.0210
Verb (VK) wE hope 0.0031 0.0023 increased | 0.0277
Verb (VE) S5 | mayIask 0.0001 0.0017 decreased| 0.0000
Verb (VF) oA please 0.0017 0.0027 decreased| 0.0000
Verb (VJ) #f5 | thank you 0.0005 0.0013 decreased | 0.0245

Note: *Weight Interrupted=weight in the interrupted sentences; "Weight Regular=weight in the regular

sentences.

Verb keywords in the interrupting sentences were mostly discourse-relevant verbs, a

commonality they shared with the interrupted sentences. They often functioned as pragmatic

markers or as short replies and were placed at the beginning of the interrupting sentence. Take,

for example, dui (%) ‘correct, yes’ in (2) below:

(2) 1122:a FH—{dl > LUERFTREA I ~ =0k - SRR A
‘The first one, if we can avoid the first nuclear plant and the second nuclear plant,
try not to use it as much as possible...’

- 1122:b # > REREG -

“Yes, everyone is welcome.’
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We are aware that in Chinese grammar the negator meiyou (475) ‘do not have’ in (3)
below is regarded as an adverb when used to negate an event/activity. CKIP, however, classifies
it as a stative intransitive verb on these occasions. This might have also been the case for similar

instances, as we always followed the CKIP classification in this study.

(3) 8024:a  WIFIKHMIAHIEIEHE: -
‘If my answer just now makes...’
- 8024b #A IREANEE  EMEHECEEMES  REF RS  EEET -
‘No, you didn’t answer, that was Chen Chaoming’s own question and answer,

you didn’t answer, this is okay.’

Table 18 below shows some (10 out of 18) of the most frequent verbs with significant weight
shifts between the interrupting and the regular sentences:

Table 18. Verbs in the interrupting sentences

Parts of Speech | Words| English |Weight Interrupting* |Weight Regular’| Tendency |P-value
Verb (VE) Bz say 0.0049 0.0033 increased | 0.0000
Verb (VI) 7%# |do not have 0.0045 0.0030 increased | 0.0000
Verb (VE) S talk 0.0039 0.0019 increased | 0.0000
Verb (VH) ¥} |correct, yes 0.0029 0.0018 increased | 0.0016
Verb (VK) HIE know 0.0028 0.0018 increased | 0.0021
Verb (VE) Ei ask 0.0015 0.0008 increased | 0.0217
Verb (VE) [F]% | answer 0.0013 0.0004 increased | 0.0094
Verb (VF) K please 0.0019 0.0027 decreased | 0.0093
Verb (VC) H#E1T | conduct 0.0002 0.0010 decreased | 0.0102
Verb (V) 3 | thank you 0.0007 0.0013 decreased | 0.0372

Note: *Weight Interrupting=weight in the interrupting sentences; "Weight Regular=weight in the regular
sentences.
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4.6 Adverbs

As a parts-of-speech category, adverbs showed some tendentious interruption effects, though
not at a significant level. However, adverbs played a crucial role in the interruptions. They were
overrepresented in both lists of the top 100 most common words and significant keywords.
Adverbs made up less than 5% of all the words in the corpus, but they represented 22% of the
top 100 most common words and 22% of the significant keywords.

We attributed their importance to the fact that adverbs, in general, are often used as
modulators to express evaluations or colorize a statement. Looking at the meanings of the often
re-occurring adverb keywords in the interrupted sentences, we can explain some of these in light
of defensive discourse strategies, which restricted the scope of an argument (e.g., bijiao (LLHR)
‘(comparative)’, keneng (A]EE) ‘possibly’), showed confidence (e.g., yiding (—JE) ‘necessary’,
dangran (‘& %R) ‘of course’), or colorized a statement (e.g., gishi (ELE) ‘actually’.. Also
noteworthy are the adverbs yiding (— 7E) ‘definitely’, you ( X)) ‘again’, bijiao (LLEY)
‘(comparative)’, and dangran ('F%R) ‘of course’ because these four keywords were not in the
top 100 most common words. Table 19 below shows some significant adverbs in the interrupted

sentences:

Table 19. Adverbs in the interrupted sentences

Parts of Speech| Words English  |Weight Interrupted*|Weight Regular’| Tendency|P-value
Adverb (D) will, about to 0.0073 0.0058 increased | 0.0000
Adverb (D) | HE&E actually 0.0033 0.0019 increased | 0.0002
Adverb (D) | E&X already 0.0032 0.0023 increased | 0.0171
Adverb (D) | Z& | maybe,or 0.0028 0.0019 increased | 0.0107
Adverb (D) | FJRE possibly 0.0024 0.0016 increased | 0.0238
Adverb (D) | &R of course 0.0021 0.0012 increased | 0.0150
Adverb (D) —E definitely 0.0020 0.0011 increased | 0.0076

Adverb (Dfa) | EE#Z | more (degree) 0.0020 0.0012 increased | 0.0324

Note: *Weight Interrupted=weight in the interrupted sentences; "Weight Regular=weight in the regular
sentences.

Adverbs also played an important role in the interrupting sentences but to a slightly lesser
degree. The adverb buyao (FE) ‘do not’ was the only adverb with a significantly increased
occurrence in the interrupting sentences that was not found among the top 100 most common
words. That a negation adverb occupied such an important position supported the argument that

the interrupting party used an offensive discourse strategy. Other common and significant
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changes concerned adverbs such as bu (“N) ‘no’, ye (t1.) ‘also’, lai (3R) ‘come’, jiu (it)
‘(grammatical particle)’, dou (&) ‘all’, yinggai (JE:%) ‘should’, keyi (A] L) ‘can’, meiyou (3%
) ‘no, none’, and hai (38) ‘still’ (see Table 20).

Table 20. Adverbs in the interrupting sentences

Parts of Speech| Words | English | Weight Interrupting* | Weight Regular'| Tendency | P-value
Adverb (D) N no, not 0.0162 0.0107 increased | 0.0000
Adverb (D) St | (particle) 0.0083 0.0060 increased | 0.0000
Adverb (D) = will 0.0076 0.0058 increased | 0.0000
Adverb (D) 72H | no, none 0.0041 0.0025 increased | 0.0000
Adverb (D) | 224 | already 0.0034 0.0023 increased | 0.0006
Adverb (D) = still 0.0032 0.0025 increased | 0.0420
Adverb (D) ARE | donot 0.0021 0.0008 increased | 0.0001
Adverb (D) aJ Pl can 0.0050 0.0040 increased | 0.0055
Adverb (D) | JE#% | should 0.0023 0.0031 decreased | 0.0106
Adverb (D) HE | actually 0.0013 0.0019 decreased | 0.0352

Note: *Weight Interrupting=weight in the interrupting sentences; "Weight Regular=weight in the regular
sentences.

In this section, we analyzed the frequency shifts of keywords in both the interrupted and
the interrupting sentences, respectively. We discussed their relationship with the parts-of-
speech categories and briefly addressed why the semantics of these words were related to their
status as keywords. We noticed that the keywords were very common words with significant
frequency shifts across sentence types, and therefore they were different from the regular high-
frequency words. Moreover, the keywords were found in almost all the parts-of-speech
categories, with the exception of adjectives. However, conjunctions, adverbs, and pronouns
stood out for being overrepresented, compared with their footprint in the overall lexicon. That
even grammatical particles were considered keywords might sound surprising. Yet, due to their
significant frequency shifts and their underlying semantic commonalities, we had to consider
this possibility seriously. In the following, we will discuss to what extent the meanings of the

keywords were related to offensive and defensive discourse strategies.
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5. Discussion

Based on the statistical analysis presented in the previous section, this section will discuss the
possible discourse functions of the words that showed a significant increase or decrease in their

usage in the interrupted and interrupting sentences compared with that in the regular sentences.

To begin with, the frequency shifts of conjunctions, such as yinwei ‘because’ and suoyi
‘therefore’, and adverbs, such as buyao ‘do not’ and gishi ‘actually’, suggests that the
interruptions did not happen randomly. Rather, it is reasonable to assume that the changed
frequency of the words’ functions was partially related to their semantics. Semantics might also
explain why some words signaled specific discourse functions, such as showing disrespect,
avoiding a concrete answer, and being downtoners (i.e., expressing pseudo-objectivity), among

many more.

The link between individual word meanings and the general incentive structure may rest
with discourse functions, which linked the underlying incentive structure to the keywords. The
lawmakers often followed an offensive discourse strategy when the opposing ministers adopted
a defensive discourse strategy. Generally speaking, an offensive discourse strategy was more
as-sociated with interrupting sentences, while a defensive discourse strategy was associated

with interrupted sentences.

At this point, it is important to explain how we identified the discourse functions. After all
the keywords were statistically identified and linked to offensive (interrupting sentences) and
defensive (interrupted sentences) discourse strategies, we then grouped the keywords according
to commonly shared themes, semantic fields, and objectives. For example, buyao + V ‘do not’
+ Verb was an often re-occurring pattern in the interrupting sentences, and as such, its theme or
objective was associated with ‘negation’, stopping the opponent verbally due to a strong
disagreement. Moreover, wo ‘I, me’ appeared significantly more often in the interrupted
sentences, which was associated with the function of self-reference. In other words, discourse
functions provided the argumentative linkage between the semantic fields of the keywords and
the objectively observed bifurcation of offensive and defensive discourse strategies under the

incentive structure.

A defensive discourse strategy was often applied to avoid political mistakes using
downtoners, especially to express pseudo-objectivity in order to appear knowledgeable,
objective, and scientific. The following defensive discourse strategies were common: (i) self-
reference—to interrupt people when they talked more about themselves than about the subject;
(ii) reasonable presentation—to prevent a clear presentation of reason in order to disguise the
arguments of the other side or to disallow them to present their case clearly and logically; (iii)
over-limitation and pseudo-objectivism—to overly use semantic limiters (e.g., ‘to some degree’,

‘possibly’, ‘in fact’, ‘actually’, etc.); (iv) over-confidence—to use superlatives, amplifiers, and
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intensifiers; and (v) subjective or personal evaluation—to express a subjective or personal

evaluation.

Offensive discourse functions included the following: (i) negation—to show that the
opponent was not true, not right, not informed, or not fit for the job; (ii) adversatives and
opposition—to express rejection or contrast of opinion; (iii) superlatives—to use hyperbole to
point out extremes, to draw a radical mental image, or to contrast an opponent’s ambiguous
statement with an extreme counterpart; (iv) questions—to request more detailed information,
(rhetorical questions) to indicate mocking or disbelief, or to request confirmation; and (v) direct
address—(the interrupter) to directly address his or her opponent either by name, position, or

personal pronoun.

In what follows, we will discuss the interrupted sentences (defensive discourse strategies)

before we look at the interrupting sentences (offensive discourse strategies) in Section 5.1.2.
5.1 Interrupted Sentences

5.1.1 Self-Reference

People who talked more about themselves and their group than about the subject matter were
more likely to be interrupted. In the given incentive structure of institutional discourse, any
pronounced reference to oneself was regarded as an invitation for interruption, as shown in (4)
and (5) below:

(4) > 84542 BHEEA R P ERBEFEZNEL
‘Even if I don’t recognize the Constitution of the Republic of China or L...”
8454:b  FRMIMIAYEE AN A EAHVE BEREAEIE EHE L » TR A R
B ERIEERAE -
‘What I said just now did not mean that I did not agree with the constitution.

The point of what I said just now is that I refuse to express my position on this

issue.’

(5) = 6096:a  IEEEAVAGHIAVHE A RDEEL - FTbizk -
‘Such a system is indeed a bit confusing, so I...
6096:b  {RAEEGM B INES ? B4R ? A RERINEW -
‘Don’t you think Mr. Lin Quan is like a little daughter-in-law? Is he not? He is

just a housekeeper.’
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5.1.2 Reasonable Presentation

In a verbal conflict, the side with the better argument is supposed to win; hence, given the
incentive structure of the zero-sum game during a political verbal exchange, the attacking side
was inclined to prevent the other from clearly presenting his or her argument. Ifs and buts were
welcomed weak points ready for exploitation. We observed break points at ruguo (Z15) ‘if’,
ruguo shuo (L15E7) if°, and jiaru (f140) “if, in case’, among others, suggesting that arguments
introduced with an irrealis were considered weaker because they were less likely to be true or
relevant, as shown in (6) and (7) below:

(6) > 462:a  HHGRE G AEHUB A HBRERBYATEENE - AEAR -
‘The president once said that no possibility is ruled out, but if...”
462b  TIREMESAN S ?
‘Is the probability high?’

Counterfactuals belonged to the realm of hypotheticals and were often introduced with
Jfouze (B RI]) ‘otherwise’, buran (R 2R) ‘if not’, buguan () ‘no matter what’, jiusuan (F15)
‘even if’, chufei (:JE) ‘unless’, faner (KZ]f) ‘instead’, and others. We observed a tendency
also for counterfactuals to appear in interrupted sentences, as shown in (7) below:

(7)>7253:a  FAVENE > NRMIRERIGIROIZEA L~ FRAI EAYAHe R A R A ERIE:
FE - ERIE B -

‘My guess is that the basic and principle premise of the regulations on cross-
strait relations is that mainland academic qualifications are not recognized

unless the competent authority...’

7253:b  RAEML - PIHAEEEAIRUE - IFEIERE A PL  IRASEE AT P - WFRE
HESRL AT LA > BIEIREE R TR FHEE ~ s E n DL > nER e Ay dE
HRE ~ FEREEARUERMN GBS ERH - BEEEE -
‘No, what I want to say now is, you can hate it, you can dislike it, and cross-
strait relations can be tense, even if you think it is a communist bandit or the
Communist Party, but aren’t Peking University and Tsinghua University on the
other side of the bank ranked ahead of our National Taiwan University? That’s
also the truth.’
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5.1.3 Over-Limitation and Pseudo-Objectivism

In the given incentive structure of interpellations, the opposing parties sought to exploit each
other’s weaknesses and mistakes. This led to the discourse participants avoiding any overly
subjective, absolute, or general statements. When adopting a defensive discourse strategy, they
tried to appear balanced, objective, specific, and restrictive in their use of language. Hence, we
observed many lexical items that were used as downtoners, or hedges, to limit a given
proposition in terms of time, subject, certainty, relevance, and so on. A commonly observable
lexical item with this discourse function was mugian (HF7j) ‘currently’, which worked as a
protective shield against questions about past or future developments of a certain topic. But it
also signaled limited knowledge or responsibility of the speaker. This category also included
duiyu (¥5f52) “in regard to’, zhiyu (£FY) ‘in regard to’, yixie (—15) ‘some’, bufen (Z47)
‘partly’, dabufen (KER5T) ‘mostly’, youde (FFHY) ‘some’, zhuyao (FZ) ‘most importantly’,
yinggai (f€2%) ‘should, possibly’, keneng (BJHE) ‘possibly’, chabuduo (=K %) ‘roughly’,
huoxu (ZET) ‘perhaps’, yingdang (JE'E) ‘should’, yuanze shang (J&HI]_|) ‘in principle’, zhaoli
(H&3H) “theoretically’, bujiande (‘K B15) ‘not necessarily’, jinkuai (ff#) ‘as fast as possible’,
jinzao (& 5) ‘as soon as possible’, jinliang (&) ‘try to’, benlai (A57K) ‘actually’, gishi (I
E) ‘actually’, tanbai (3H ) ‘to be honest’, and dagai (K1) ‘roughly speaking’. An example
of this defensive discourse strategy is shown in (8) below:

(8) > 76:a ARE Lt
‘If so then on this part do_some...’
76:b AR B AT B BT - RIREVEREHZE B2 AR
FRESEE  WHAER NO » H—IRAE I AR S
“Sir, I still have to lodge my most solemn protest here. If your polls are going to

come up, if you can’t say NO to the United States or Japan, just blindly do it in
the Legislative Yuan...’

Related to the category of subject limiters were words that referred to a specific part or set
of a category or topic, such as yixie ‘some’, bufen ‘partly’, dabufen ‘mostly’, youde ‘some’, and
zhuyao ‘most importantly’, among others, as shown in (9) below:

(9)—>3912:a  EEEGH -
‘Nothing in this regard...’
3912:b  WEFEIRFIE CHYEE - IRFISERERAAERE  PRORAERH SRR AR -

‘When it comes to your own affairs, you say that it has nothing to do with him,
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with you, or with anyone.’

Self-limitation refers to an argument that is aimed at providing counter-proof or negative

evidence of one’s own statement and that often signals weakness and invites verbal intrusion.

This type of argument marker included buguo ‘but’, danshi ‘but’, gishi ‘actually’, and tanbai

‘to be honest’, among others, as shown in (10) below:

(10) - 6679:a

6679:b

EEEEE E -
‘Frankly speaking...’
ABEZE -

‘Not a case.’

The limiters ‘possibility’, ‘expectation’, ‘certainty’, ‘importance’, and ‘ability’ were also

present in the defensive discourse. Signaling a lack of knowledge, credibility, or responsibility,

limiters were often exploited for interruptions, such as yinggai (JEz%) ‘should’, keneng (A HE
‘possibly’, huoxu (E;EF) ‘maybe’, yingdang (F&E) ‘should’, yuanzeshang (JEH] F) ‘in
principle’, zhaoli (HBHH) ‘reasonably’, bujiande (A 715) ‘not necessarily’, jinkuai (f[F) ‘as
fast as possible’, jinzao (5 5-) ‘as soon as possible’, jinliang (&) ‘trying to’, and benlai (4~
#K) “actually’, among others, an example of which is shown in (11) below:

(11) > 2430:a

2430:b

EFEBEEEES TSR FLIRMEAE THER FE LEE—
SRR A B T L B .

‘In fact, all parties are paying great attention to this matter, so we went to read
the relevant information. In fact, there are some unclear points that should be

>

re...
HINER IR EFRGIEEREEMO - AR EESEE DA iR & (T
JERY > EIZ AR - IR R !

‘For investment cases, you should not draw a line to file it at the door, just
because you suspect that it was a robber or something before, but there is no

evidence, you have to show evidence!’

If a speaker lacked specific knowledge about a certain subject or procedure, he or she often

retreated to general rules to provide a generic inference. In such cases, the speakers often used
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yuanzeshang (J& Rl ) ‘in principle’ or jiben[shang] (FEZA[ F]) ‘basically’, as shown in (12)
below:

(12) > 1450:a E{EE sy - WIS EREZGRE - FALERME--
‘In this part, we respect the handling of the Council of Agriculture. In principle,

we will...’
1450:b M4 BZE EZHR L ERE?

‘Just now the chairman of the Council of Agriculture said yes, didn’t he?’

5.1.4 Over-Confidence

In contrast to the discussion above, words indicating too much confidence and certainty were
also exploited for interruptions. These are also often called amplifiers, intensifiers, and boosters.
In this study, they comprised a small number of words, which were arguably less relevant to
why the sentences were interrupted in the political discourse. However, confidence, indeed,
played an important role in the defensive discourse strategies. Words indicating confidence and
certainty were, in general, helpful in protecting against interruptions. This category included

words such as yiding (— 1) ‘definitely’ and dangran (& #R) ‘of course’, as shown in (13) below:

(13) > 31542 HplESEREER SN - THERMESEE T E RESGAVRE
FemiE Rl - FAZERE RO AR T TIF_Erg. .
‘At present, it is considered that if it is located in Tainan or Kaohsiung, the heads
of both Tainan and Kaohsiung will make the best plan. No matter what the plan
is, the work that Tainan or Kaohsiung is already doing will definitely not...’
3154b ek E S - FEZAE SRR A — R e -
“You are from Kaohsiung. You should know that Kaohsiung originally had a

tropical medicine center.’

Another example of over-confidence was words that indicated truth, proof, or the absence
thereof, including queshi (FE'E) ‘indeed’ and bukeneng (N HJ BE) ‘not possible’, see (14) below:

(14) > 6696:a  JEFZZEARHEME - JEEA A[RE—RAREE > -
‘The law must advance with the times, and the law cannot be immutable,...”

6696:b ¥ o (EZHATFTERAH R R B EE AR RFER] - B2
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“Yes, but what we call retroactivity is based on the principle of benefiting the
parties, right?’

5.1.5 Evaluation

The data suggest that certain lexical items or expressions related to judgments, either objective
or subjective, triggered interruptions more often because evaluative words highlighted the
speaker’s judgment about a discourse topic through emotional effort (nuli), a difference
(butong), or something regarded as special (feshu), among others. Every objective evaluation
was (over-)turned, often for rhetorical purpose, into a subjective statement by the opposition in
the political discourse in order to initiate a verbal attack. Evaluative words included nuli (% 77)
‘with effort’, butong (A [5]) ‘different’, tebie (551]) ‘special’, teshu (F55K) ‘special’, kunnan
(IR &k) “difficult’, danxin (&) ‘afraid’, yange (Bz#&) ‘strict’, shiji (B %) ‘in reality’, mingque
(BEHE) “clearly’, zunzhong (BLEE) ‘respect’, xiwang (F55) ‘hope’, and digue (HIHf) ‘indeed’,
an example of which is shown in (15) below:

(15) > 155.1:a BURFIEHIES S+
‘The government has worked very hard...
155.1:b BB M A ERN 5 =R EIEE?

‘Does the dean agree with him to answer in this way?’

)

Pointing out something as special also often cued in others for interruptions, using words

such as butong ‘different’, tebie ‘special’, and teshu ‘special’, as shown in (16) below:

(16) > 6507:a [N Efg il \ELEHIRHE A LEN S 7 » M AZ M &S TS -
B
‘Because everyone has a different identity at different times, he must do things
that match his identity, such as...”
6507:b  {RATLAPREEFEARZ 8 b IR EERIHIBAV AR A et iR B S
I3 E A (S ?

‘Can you guarantee that in the next eight years, you will not adopt a

constitutional perspective, nor will you bring your status as a scholar to this

place?’
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Value judgments about something being difficult and worrisome—such as kunnan ([K/%)
‘difficult’ and danxin (}&.») ‘afraid’—made up a small subgroup of subjective evaluations

inviting interruptions, as shown in (17) below:

(17) —» 4271:a (RFFER-REE Foia TP iEA REERY SE & PR PR - ATt A 28 ol
‘If Minister Xu thinks there are difficulties in the process, he will explain to me.

Not every appointment is...’

4271:b B > IRUAERFIRAVERE - HRIRIHAY 4 B —BRAGE A R H ARAY IS ?

‘Dean, don’t hurt your subordinates either. Did Zhang Zhaoshun come up with

the list at the beginning?’

5.2 Interrupting Sentences

Interrupting sentences were characterized as such because they disrupted a statement of an
interactant. In comparing all the interrupting sentences, we observed certain recurrent features
and referred to them as “interrupting-keywords.” The interrupting keywords were not limited
to specific word classes. Since they appeared anywhere in a sentence, they were not understood
as “causing the interruption,” but rather as linguistic patterns that were naturally preferred, or

manifest, when a speaker realized the speech act of interruption.

5.2.1 Negation

Arguably, one of the most prominent functions of the interruptions was to disagree with an
opponent. This was indicated by negative particles, such as buyao (‘KR Z) ‘do not’, bu (°f) ‘no’,
and mei (J4) ‘no, not’, among others. Direct negation of a verb, other than implicit negation,
was the most frequent type, such as fandui (52 ¥f) ‘oppose’ and kunnan (K1) “difficult’. There
were 297 instances of direct verb negation in the interrupting sentences, roughly one-third more
than in the interrupted sentences (207). The words buyao (RE) ‘do not’, buhui (“Kg&) ‘will
not/cannot’, buneng (A HE) ‘cannot’ and buxing (N1T) ‘cannot’ also showed this tendency, but
with a decreased contrast, which referred to opposite frequency shifts (increased vs. decreased)
between the interrupted and the interrupting sentences. As such, negation was closely related to
adversatives and opposition. Examples of this offensive discourse strategy are shown in (18)
and (19) below:
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(18) 1499:a  FRAFIAEHE - AMEE -
‘Let’s evaluate, that part...’
> 14990 IRPIEERHET o RPELGHERAT -

“You don’t need to evaluate it, you have been evaluating it for a long time.’

(19) 4304:a  FRIARRE

‘We can’t have...’

- 4304:b  EEEIRFILE S ST IIE?

‘Wouldn’t you tell them in moderation?’

5.2.2 Adversatives and Opposition

Adversative words imply rejection, protest, or contrast of opinion, and in the context of the
interpellations, they signaled the interrupter’s opposition. Words that fell into this group
included que (&) ‘yet, but’, keshi (F] ;&) ‘but’, and zhi () ‘only’. In many cases, the burden
of signaling opposition to something did not fall on these words alone but also relied on a
“combined occurrence,” in which the discourse function of an utterance (i.e., showing
opposition) was fulfilled by a set of words that all occurred together in the same sentence. This
category included que (A1) ‘yet, but’, keshi (F]52) ‘but’, zhi () ‘only’, xin (¥7) ‘new’, jiu (§f)
‘(grammatical particle)’, and zhiyao (HZ) ‘if only’, an example of which is shown in (20)

below:

(20) 8034:a  EAMUENBENRIGHER LB TR - ARARERGIR 2 FH--
‘Of course, the relationship between the tax law and the constitution is Article
19 of the constitution, and the people have the obligation to pay taxes in

accordance with the law...”
- 8034b  F - OEAMNTREENE AR

“Yes, but the taxpayers are not actually the people!’

5.2.3 Superlatives

Interruptions are considered a rhetorical device that indicates strong emotion, opposition, or
involvement. Superlatives naturally support the sense of contrast and opposition. In this context,
they have been discussed under the label “extreme case formulation” by Pomerantz (1986). We
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observed many instances of superlatives in the interrupting sentences, using words such as /ian
() ‘even’, zui (%) ‘most’, tai (&) ‘too, most’, and juedui (42%}) ‘absolute(ly)’, among others.
Examples of this offensive discourse strategy are shown in (21) and (22) below:

(21) 8491:a  IRHVENGUAFGIGH » mEAMEBDRTEES <%
‘I don’t seem to have any impressions, at most it is probably similar to using
administrative orders...”

-  8491:b  E{TEEHSHENLA!
‘There are_absolutely no administrative orders!’

(22) 6986:a  E{EEEAVEE 0 -
‘If this is in Taiwan,...’
- 6986:b  EEFEEKAA T - HERANEAAESREMH A BOEERRE -
“This topic has been talked for too long. Actually, I am not questioning your

academic status or legal literacy.’

5.2.4 Questions

Out of the 1,089 interruption pairs, sentences that ended in a question mark were the most
common category of the interrupting sentences (456 instances, 42%), closely followed by
statements (442 instances, 41%). Interpellations are all about asking questions. Both real and
rhetorical questions are powerful rhetorical devices. In the institutional discourse, questions
were often used to perform the discourse functions of showing disrespect, power, and aggressive
verbal attacks. This category included words such as ma (#) ‘MA-particle’, ne (Wg) ‘NE-
particle’, weishenme (Fy{11&) ‘why’, weihe (Fy{]) ‘for what’, na (4[) ‘which’, shenme ({1 &%)
‘what’, duoshao (3%/1) ‘how much/many’, haobuhao ({F"R#F) ‘all right?’, nengbuneng (FER
HE) ‘can (you)?’, and huibuhui (&) ‘would (you)?’. Yes/No questions ending in ma (1)
were five times more common than questions ending in ne ("g), and they were responsible for
a quarter of all the questions. An example of this offensive discourse strategy is shown in (24)

below:

(24) 2720:a RIGAVERSYIN Rl R RS G HIER 7 A AHRE -

‘Because the long-term care policy is related to the Council of Indigenous

Peoples...’
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- 27206 IWFISKIGHERHIEGE - DI MIEFF— ([ H 2 i E?
‘We have no special invitation today. We do another project report in the future,
alright?’

Questions formed with haobuhao, nengbuneng, and huibuhui were more often related to

disrespect and showing power, as shown in (25) below:

(25) 1671:a  HEHREmZBERASERUHIE - ST —EFEELASER
‘I would misunderstand that Commissioner Lu changed the system because of
the establishment of personnel. This is not good. A system needs to be changed
because...’

- 1671:b  BOEAEEEAY  (RAORAEER - AR BE NN - WERRE - L4072

‘I’'m from the opposition party, if you dare not say it, for fear of affecting the

B

harmony within the party, I’ll help you mention it, okay?

5.2.5 Direct Address

In the interrupting sentences, we often observed certain personal pronouns used to directly
address the opposing party. More often, the interrupter called the addressee by his or her
professional title (i.e., buzhang (') ‘minister’ and yuanzhang (f7£) ‘dean’). This category
also included words such as ni ({Rf7) ‘you’, nimen (i) ‘you’ (pl.), and zhuwei (FZ)
‘chairman’. Examples of this offensive strategy are shown in (26) and (27) below:

(26) 7375:a  HFVE(EME > RERMAEEELEEERRS T HASEGRAVEZEDM
E%E?“KE%BWE’JEE A A HyisEsE: -

‘In fact, our society has already discussed this issue a lot. I personally feel that

my opinion is not so important anymore. My personal choice...”

- 7375b  R{EAHYEHEE
‘What are your personal choices?’

(27) 3907:a  DURIFIAZSR LSS - B2 AE > B2
‘Let’s make sure that it won’t happen again in the future, it is not wrong, but...’

> 3907b e 0 AEE > RTINS » R R G SRR T -
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‘Dean, people have to be honest. The Lin Quan I know is not playing tricks like

il

you.

6. Summary and Conclusion

Institutional discourse differs from other types of communication in that its incentive structure
is clearly defined as confrontational, and it rewards aggressive linguistic behavior, which is
categorized by forms of defensive and offensive discourse strategies and is associated with
certain linguistic patterns at both the parts-of-speech level and the semantic-patterns level. As
the corpus-based analysis has shown, both levels reflected strategies of interruptions. In contrast
to interruptions in other settings, which can be explained by cues and speech markers, the
interruptions during the political interpellations in the current study were not invited or semi-
planned. Rather, the interruptions happened in an incentive structure that rewarded the
exploitation of the opponent’s weaknesses in his or her argument or presentation. Expressions
related to self-reference, a reasonable presentation of an argument, pseudo-objectivism, displays
of confidence, or any word that could be interpreted as having a subjective viewpoint are
common categories of interrupted sentences. From the perspective of the opponent, these
categories represent weakness and invite interrupting attacks. Each of these construed weak
points has been statistically associated with increased or decreased frequency shifts in the

keywords and semantically with discourse functions.

In the interruptions, pronouns, conjunctions, and adverbs were overrepresented, given their
numbers in the overall corpus. Within the entire corpus, pronouns made up less than 1%, but
they represented 10% of all the statistically significant keywords of interruption. In terms of
conjunctions, they made up around 1% and represented 9% of the keywords. For adverbs, they
made up 5% and represented 22% of the keywords. Conversely, nouns, verbs, and adjectives
were underrepresented. Nouns comprised the largest group in the entire corpus (51%) but
contributed only about 29% to the keywords. Verbs accounted for 40% in the corpus but only
18% of the keywords were verbs. Adjectives played no role at all (about 1%)—not a single

adjective was a keyword.

Statistics can explain the frequency effects only to a certain degree. The more interesting
question is, why were discourse function words such as conjunctions not equally distributed
across sentence types, but in fact, showed significant differences? Moreover, to what degree
were conjunctions, pronouns, and adverbs, as well as some nouns and verbs, related to discourse

strategies? These questions required a second tier of analysis.

In this second step, we used the incentive structure in order to explain the shifts in

frequencies. We differentiated between offensive discourse strategies, which tended to be more
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associated with interrupting sentences, and defensive discourse strategies, which were more
associated with interrupted sentences.

Important words discussed in this study were the keywords in the interrupted sentences,
which were often related to downtoners and expressed pseudo-objectivity, such as mugian (H
Hi) ‘currently’, gishi (E.'E) ‘actually’, keneng (H] fE) ‘possibly’, and bijiao (LLEX)
‘comparatively’; to over-confidence, such as dangran (&%) ‘of course’ and yiding (—JE)
‘definitely’; to nouns, such as shishi (S58) ‘fact’; to verbs that mainly had discourse functions,
such as jiang (5%) ‘talk’; to express subjective evaluation, such as xiwang (F5) ‘hope’; and to
self-reference, making excessive use of first-person pronouns, such as wo (¥) ‘I, me’ and
women (Ff") ‘we, us’. Conjunctions also appeared significantly more often in the interrupted
sentences, especially when introducing subclauses that indicated reason or counterfactuals, such
as yinwei ([N ) ‘because’, suoyi (FifLL) ‘therefore’, ruguo (Z15) ‘if°, and danshi ({H5) ‘but’.

In the interrupting sentences, on the other hand, the higher-frequency keywords were
second-person pronouns that were used to directly attack an opponent, such as ni (fiK) ‘you (sg.)’
and nimen ({/K{f) ‘you (pl.)’, and adverbs related to counter-attack pseudo-objectification, such
as xinzai (3R7E) ‘now’, in opposition to mugian (HFi) ‘currently’. Words that indicated
opposition or negation were particularly prevalent in the interrupting sentences, such as buyao
(REE) ‘do not’, bu (°K) ‘not’, and meiyou (;%75) ‘do not have’. These words were also related
to speech acts in general, such as wen ([&f]) ‘ask’ and huida ([A]%) ‘answer’, and to words that
indicated a conclusion, mostly suoyi (FTLL) ‘therefore’. These examples demonstrate that the

keywords were organized by semantic fields and were related to discourse functions.

Taken together, interruptions in institutional discourse can be explained, at least partially,
by frequency patterns and semantic patterns embedded in a competitive incentive structure.
Interruptions are a multi-layered phenomenon that works at different levels simultaneously, as
illustrated in Figure 5 below:
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Incentive structure

associated with
= Defersive strate, . . Offersive strate
% 14 Discourse strategies 14
E gelf-impoa'tanc e | e Megation
= easonable presentation ; : Adversatives & opposition
2 Pseudo-objectivity associated with Superlatives
o Ower-confidence uestions
o Subjective waluaﬁnn Direct address
Linguistic patterns
leads !a_ invites manifested a;, expressed as
Patterns of interrupted sentences Potterns of interrupting sentences
Parts-of-speech Parts-of-speech
= Pronouns Pronouns
E Conjunctions Conjunctions
- Temporal nouns Verbs
-] Werbs Adverbs
% Adverbs
=5 Keywords Keywords

Figure 5. Discourse and linguistic levels of interruption

This paper mainly focused on depicting the keywords involved in interruptions during
parliamentary discourse. However, interruptions are a complex linguistic phenomenon. Other
underlying mechanisms, such as the effect of different stances of the interlocutors, the intentions
of the interlocutors, and even the existence of interruptive constructions, are also intriguing
topics. Indeed, they are beyond the scope of this paper, so we will leave those topics for future
studies.
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Abstract

This research, which used Facebook posts related to the term “retrospective
adjustment” in Taiwan as the corpus, manually coded the sentiments of 6,917 posts.
Randomly dividing the dataset into two subsets for training (70%) and testing (30%)
and using the Chinese pre-trained BERT model as the foundation, we trained and
fine-tuned the model with the training dataset and ran the fine-tuned model to predict
the sentiments in the test dataset. We then compared the results of the manual coding
and model prediction to explain the differences from the perspective of linguistic
features. The results indicated that the model performed better for the posts manually
coded as “neutral,” with an accuracy of 0.81, while the accuracies of model
prediction were only 0.64 and 0.63 for the posts manually coded as “positive” and
“negative,” respectively. Regarding inaccuracy, the posts manually coded as
“negative” but predicted by the model as “positive” and those manually coded as
“positive” but predicted by the model as “neutral” ranked the highest (0.23) and the
second highest (0.22), respectively. Examining the linguistic features of the two
groups of posts, we identified seven categories of linguistic features that, we claim,
led to “negative” coding and four categories that led to “positive” coding. Moreover,
both groups contained posts that could not be coded accurately without knowledge
of the news and the Facebook account owners’ political/social inclinations, which
was attributed to the posts’ high relatedness to the general public and the politics of
Taiwan. Considering that the language used in social media is different from the
language employed to train current models, and that Facebook users frequently use
punctuation marks and emoticons to express their moods, we argue that there is a
need to develop a model for social media.

BRSEEE ¢ (LERLES - REERE - ROEREIER - BRI - BAARES IR
Keywords: Social Media, Deep Learning, Retrospective Adjustment, Sentiment
Analysis, Natural Language Processing
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1. #5% (Introduction)

B RS (social media) Y EE [ H 2006 L #E A —{E 2 #rHYEE ST - B 5E Plurk - Facebook>
DU Twitter £ » 5% i HHAES0 FR (58 A8 BTN " FHAOE B | (friends” list) > DURZ
A R{ERRESC T AMMIZE SRR E R > Bk 21 HEC E R EEIEES) - 2007
> F—fX iPhone FHE[HE > 1992 FEHITAE RS b VR EE AU ML L A RS - [
EHIE ARG EEE SRS TEIE R B B E H AR M A A ZEHE
SAATHATE Ryl o [EI0 - PR R RESCPIRERY RIE R (R - (EE L EE RS ETFIE T REHR—
R AR E R o Keen (2007):0 752 " AR EHUR , AW EE R E ok
HISALEE » ERAZBUE TEEA ) BHEA TS R -

PRI AN amem e o A > fEPEGERS R4S I ERERIEEAY S B - Nk
rEpmRE A =T EEE > ERNEREX - 2RSZETE > EXRRFENEE -
St LR AS HEBE R 3 (Facebook){F 2021 4 1 HEH RS FTE L - BIEIERIRE 1
(Cambridge Analytic)/\ElJ@EEEINEEM 1% > IEFNVHFEZE TR > {H 2020 4£ 12
A& FHIYE 18.4 (ZEVEEIRTE © LH - S EHBERHE - /3 hlEA T EMELR
Fgaa(Facebook, 2021) »

TEE(E AR S A8 (S > AT K& {3 2 £ N %5 (user-generated
content, UGC) | - i SbN 7545 48 B A7 7 BE AU (] 1| 2 (B8 45 R TE 1L BFAE4E » TORK
FH/\HEm i (public sphere) « fZLL - HE 2010 £ 2 1% » EIRN 3T BEELRS EAYRARL > BL
BFs T iR — M NE R~ BRI Ty G B = RS - B UGC iR ETREME AR
It R ENVAEEER TR » AR VEERAS - B A GEETERDE Ly
MrETAE - H o i RAVEEsER I 774 -

ARWFFE LU A R AR > BREGEE R O 2021 4R 5 H 22 HEASAEARY T RCGEE]
B —aa FTESRRE RS SR EERL o ST A BRI - P SRR TR Z 5Bk
73 By T0%71 30% - Fil & Foslll SR E R (training dataset) » 1% % Ky MG B (test dataset) -
DART# 5%k BERT-Chinese f78 » 7 DLE% THA | SR RS FEORI & & 0I5 L > Sz EE 3N TARERE AT
AU FECHIA 4S5 > DUHATE A TAZ S A A TR A 722 B B A EE R E (B RFIER)
HRE SRR DR @RS R R fnv e -

AFE E ZE 01 T 5 R {E R RE
— N TEEEFE AR TN > 72 5 Ry o 2
-~ EEIEEIEREE SRR ?

AR 2 B[O H AGE S e M A B RS EE S SR SE 28 3 AR
PRABVEERE ~ 0T AR E AR § 5 4 ERULEER > Hras S BT w55 5 AR
AWFeavsEsR ~ PRAIEARATTH -
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2. Y RREEE (Literature Review)

2.1 HAAEESRE (Natural Language Processing, NLP)
H AGE = B2 N T8 E (artificial intelligence) BEE = B2 AV 45 & 9IS » BHAFISPRET (T &
MREAEAES - BAAESEE S B - BE - A =(E0 5 - SRAIRE AR 2 EE
fSmEm A VRE S BCH BRIV IR AR % - FHKE BOVETIEE » Rt FEE ALK
B R HVEE S o AT AR EE RS I BE 5 A ARE N BT ST > 2014 SE 9] Google DeepMind
51 AlphaGo A\ T2 [EfHERAS - E M Silver er al. (2016)3/1%8 - RS —(EfRE T T
B2 (B R ICE LB LAY B BIHAR . o AlphaGo BRI WA {EZ< 5 52 (deep learning) Y%
AR 4GS (neural network) J 18 =R I SRR % + - 0 — 20 H 98 (L8223 (reinforcement
learning) NPAEY S - RS REEUHS [HZ T » SRS E ISR R EFTEERE » i a4 s
192 R 2R B G M) > SRR R B AR T DL 5 38 225 TRl 8 - BTt
[ A S FHYEE B 77 M (semantic analysis) » K 2 RIECARE R » AETEEE T
BESCARE RN SR ~ WOORERHETTRS: - SOETTSUORNAERTEH > Flan - SR
AR ENE RN R > BRI RS — AR RPN -

NG IR 28 EHREHUG R B SR T A RS > Al » Devlin et al. (2018)f2
HHE 2AEE = R AV THEI SRAVHL AT > HH Google 74 2018 AE3 AR HY RS S HA RS Y M 4R b5 25
o fi(bidirectional encoder representations from transformers * BERT) » 2 & —fE 7E/| 4R
FEE YA 0 Devlin et al UK ESCAGERE (41 ¢ 4EREER) §I16R—( 8 FHAVEE = B g
HYRERY o BERT AR —BRAG ABE SO SO ES TFHANNSE » 2 1% H Cui er al. (2019)5F N %=
H DA SZE)| %Y BERT-Chinese » MLFER F R R8T H SOCAR TR SRHAVETIRE R
NLP §yHp>32a]FRISCAR « ARW5E#F A BERT-Chinese FHASRAVER - FFLAFRAIHIE R}
SRR ST SRS LT (A (fine-tuning ) B - RS AR S A SCIB R 1Y -

BRI R Z R H AE S R EE SR - (B Ag R SRR (it T is th B M
FEIEke Roberts ef al. (2012)F5T Twitter - HESZAVIE R0 IS T 14 (& T REMHESC
WIH G ~ 2010 H5LER ~ 2012 EEGE4AEE  #EE W5 HES - BE -2 - =
17~ &~ ABERE S UGS > iR IR ~ &R SR THEA (unexpected) = ASARY
'e Nissim & Patti (2017) s2sER/EH ERES - MOl T 32 8 S 2R 8 R 2B
SRR ER © BT WA/ AriEsl s B nvaE i e SEMSERER
1B b R R (multiword expressions) MHEARYERE - BESAITE RIS - it
fM#F » BFBRNIITEACAE LA ERES ANEE - HILHEE I fEEE
(distributional semantics) — {48 [5] 1% S HH R AV 758 E A SR B 2 — 1F BB R iy
FIER{AE - Tang er al. (2014)$2 H1HESHEPESREEHEERF IE & 15 Bidm A 5 & (n-gram) Y Ff
E 15 EiEa#z A (sentiment-specific word embedding, SSWE) » 37 DAHERFRE BN Ghifdes - DUB

! Roberts et al. 012)MYIEFHF A EIRFE - &R ER - BUE - BEGFRVE - RTEEEH]
Al e BT -
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M Ry B BE 1B B3 T (aspect-based sentiment analysis) 75 SR E TG » DA B AG SR
Z B RHIGE » Socher et al. (2013)#E Hi T 2 B A S0 45 18 2 b A [ i 11 48 4 25 15 41U
(Recursive Neural Tensor Network) » 3 DUEL & 20 2 5 50 5BHY A7 B ey 175 R4S 16T
&} E (Sentiment Treebank)Zk )| 4 12 (EF=A] » Socher et al. F 515 (EHFEAIER DIIFE FERE
IEE A ET B AR IE, BB RN » WRE B IERE TR B AV A AR 4 -

EBET COVID-19 MItHEHERSHI G BT 1H > Wang et al. (2020) LIFTE —{i#(Sina
Weibo) |82 COVID-19 #HEARE S B ERHE » SRATEETE BERT SAVHBFEVE R (IEMA -
thIrfI& R ) HEFT A o WEA RS — SR S (term frequency-inverse document
frequency, TF-IDF) , fERIPELLALSCHY FRE - FHEI TS MR ERE 7 - DAER A & (=15
SEHVIFEL ° Lu er al. (2021) i iitd F COVID-19 F AR SOEITIBE R M - AR
Wang et al. (2020) » Luetal. RHFR T R ERE 20y THEH ) B2 T 528 Wil - FIH
BERT AL 3 By FE il - MLMTERES (E L BE 2L AS F 2 K15 & (public sentiment) 3117 g 2
COVID-19 HyERE S - ARG SCHYESE 588 - Singh et al. (2021)FIEEET COVID-
19 Hrt G ATEREHIESE T REE I HERAY A PEEE - (@68 AT R i =) (LB
RS FFRER REDEY » FamoC UL BERT A Twitter HAVHESCETIBE R T > WRKHE
T R IEE ~ ARFIFIL  DIBEFT AR L HEREE -

Jain et al. (2022)4 BERT fEAY B BLpE » i1 A& FE 45 49 & (convolutional neural
networks, CNNs) » FEHFHYMER] T BERT 3EIEGFEHAS4EES(BERT dilated convolutional
neural networks, BERT-DCNN) | » 2 886055 R A5 e » ZEREMT & @4 (concept-level)
B R AT - M I BB AN R B R 22 A B0 HE & i am - eFem NS IN T Ry IE A -
HJr R R = FEE R -

RHCORER - iR LR R AV S ECR M E T R - SEIHSTR AR - &
Fe I E RssB TR 4330 » AT RHE R A ~ & e R 1L Ko 17 B -

2.2 (HEHERBAVEES RFEL (Linguistic Features on Social Media)

ENEAEEENENRE - BE LN EERS | TESE RS o —2E0E
¢ o Tannen (2013)FR5TE T3 FAVEES A - M TiRIEERSHVEREARGEEE T 1R
A o BT T skA ERERN SRR 2 [T REE {4(‘the subject of discourse is the relationship
between the speakers’) ; -2t st & A {FH S - TEEEEE O AEEEHE | (p. 101) » Tannen
FiRBEE - AR ERE RS b E BB CREREEIEE & E - (HEZ REFEE
BB - EEETERIE TRE T BEEEC (enthusiasm marker) | B{CIEE
HEEHIE S aEa  BEE R DU R B EIF G (0 S 4 B 46 O] 7
OO REFRZ PEREEE N B EENE [l RSOOSR iy E 50 s Bl
- 55 35 SO B L BT RS A A L IR SRR AR B A DL - Maiz-Arévalo (2015)/%%
T HESCEPE LS S E A R EEIFE (Gocular mockery) » S5 R A [ £ A 2 50 FH A S 5
APFFEL (ORERE - EEFEN - EEEESTERTTE - SEHEE SRS ) kK
FEMSUEE - s T A biE s (B - BEAES) | - KR BgsEE 0 B
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rReH F AT - Tabe (2016)FRaIE A 2SN SLEE(E A B/ ERRE  BIRFEaN F LR
HRE CAVHAER > hERANH 11 RAEREYREE ¢ (1) EE Grice B[~ (2) PIFER (WE
EFHEEY - iFREHETE) - Q) B (AHIREE - SRR - HI8%E) ~(4) &
HRFEREFTE ~ (5) WUBRERE (ArHEEEE) ~ (6) K5 ~ (7) iR &y (REsan i
BEG E g HRAEEXEZBLAGHR > REEER) ~ (8) RIEFTIE (B
HURIBETTIRAFFAPER TSR T 6 ~ (9) 358 ~ (10) FRA1(11) Hfth (AOMARATAT1E
AUFFIRAEE ) % o Ye Q01RO RIS > "9, FHIRVAIH A R LAY
JRER - BEEES ~ bR E o o (EEE - FRETE AR R RS - o E
MR EE AT B NE > BRI R e RAVIESEE R - R
HEHEE TERENEERRE -

R BRI S B Ay A FE RS B T L B ] T 28 ~ 4y ~ 58 b A 0 ] 85 (in-group)
T4 B A (out-group) © Morin & Flynn (2014) P ST ELBUE — 08 — SR8
AOMATLE 2010 5 T HEZE AR (“Get Out The Vote” weekend) | ST iR EACERS -« 4EFF S
TrafE o MFIEE T = A EERE I A - (iR S ISR B EEANNE HeE
H o A HE3 SR H gm0 R R B/ - SR Bis ) - BB - S e i i
NE&E—2 - WRHEE S B e AmHEME - IR (SEER TINEE, ) ~ BiES
B H A NI B M B AG A B2 E N B EIRS Y 5 0 50 IE] 5 SBhEYEE S e & S B A
4 & $% 8 (para-social contact) B2 {5 #E N G &) - PIAIERRE EH B8R NHEE > B
Tannan feHEYELIREC - WS 1R - Rl \BHE5E - Al-Tahmazi (2015)5€5 (i
wfmE ERBUE AV SEAE () ErfEBrasmistit - Bdofratamg (B
MEEAE) ElaE EOIHBUE AVBEEFEREELL RIEEL  sFEREREUGET R
(e s B NP A > [FR > sPamE e HA R E I A g - B T HCHY
& —BUaRRRE - WRES R - B CEEME R BB ILHIGR Eitie - BIRNEE S
FOSNEREI RS RIS - s (I ZRIAVAR B H Ry B PR A SHVIE(F - A fiies LAY

AR ERIM T ERRAE_ EAVRERR - BORSCUERHEHIEIE R R - PR Ry
BUAMER - Chibuwe & Ureke (2016)% £ (5 P R RIS P {E 2013 SR EEER 41 {a]
TUEE I > PRET e B HH 2k 25 ELEE AR MR A0 o] ST e i el O B i bt - HL AR BTt
£ - BIERRETE AL T SIS - B E ARt ] REHE B = BRI RS 0 -

3. #5E /A (Methodology)

3.1 EFRHEEEERE (Data Collection and Coding)

By TAE—ERE AN ST RS 0 iVEE = (A B R TR A a5 - [FIRF 58
R R B HV AR DU FIEHERE ST - AT BRI E R ERER 2 6 - BRI
B HERHEESS CrowdTangle » #{H{ 2021 4£ 5 H 22-25 H (3514 H) A& {EH
SRR TROEEIE TS (B © MSREE - AR EEE ARIEII AR RSO
HEF 6,917 % > TH=(IIEECE Y T 1ER | (Positive, LUNEME P) ~ " &[], (Negative,
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DUR SR N) » DUR T 17 (Neutral, DUF i New) =fEs09t 2 — - i@ =(fFac &+ 0 56
— I HEERSR  FEAESESR -

ARICFREAEED » B8 ¥ CrowdTangle FEHUFEZ S - B5C K text/message M7 1T
HIEE - TAIHIIEEC oy B RIPE BL - BB — P& B R = sl B BAEED - RIS FHEZE
F5WI1H ; (who, when, where, what, why, how)FZ REE &R FHEif R » SR EER
SWIH » HMERERL AHIL 25 HMRSFEHEEN - dfadkQo18)F BRIV S REER
EH: > HlEEEENERE > FRECREERBREE (40 - 38 - Bl /% 5%
TERRAE Ry 55 ) FFIREEE Ry 1E ) » R 2 RIS Ry & m (A0 4538 - BENH ~ RS2 ~ AL -
BE--5) o FFEEE > AR SR E TN AL E ISR - 1048 T RSO H)
B o a5 RVEECER UL - E WAL = EEEC4E SAE EIRE - BIIMEE 3% RE SRR R4S
% o

AWFELL TRCIEEIEE | BEZE - BrT R A TR E{E COVID-19 &5 E &8
RS KR AR TR P Ov e S O (CDCO) B i 2 B A =R EAGIRES - AHEE
FERRFAIMEAER T IEEE OMER ) — R AEEEERAEE S KRz 2 46
FMtEz=s] T RIEEEF ) —FE4E 5 H 22 H CDC filfTsc & L E S e E e o
WS I - SREEELR - BRZ1% 0 Name i EVEGRIEETH ~ HEFERE VR RS
fifi(key opinion leader) » B(E—MIER » I T3P I VR AL - sYamidfEsE - 2
BUr o ElEEEEAEEE FHER - BEETREE T > AIERSELTHMEES - ~
EAE - N EE G IR 2018 R SLE—KEE ~ 2020 FFHJFE4T R ~ 2021 AR
FEEEESRS > BETSENSETEEUabrviRiET - BSEARGEFES TiEiE e | EE
AR AR BUATIHIBSRESE - Bt - B DI R P IR B E O
Hill - WEFHBOAL o RIS T ROEOE | EEE G ABIGE R T e o R
st A R —E4etama - B — MR 7 BUailvh & Eim R EAYRE 5 - FEREE(E
s VA RHEE - BECB EAE SR > T LR B e g AR h 2 L # AR
o —H N TR E > HERGES R T #E ) FE—AUHEERENERE > WiEE—
SR BRI HEE S EEBA (BRSO BAESEMHFER T -

3.2 HAES EEEA! (The NLP Model)

ARWFEES B ARGE SR T 20 SR B E Ul - DL BERT-Chinese {F B A 224 >

ZIEAVFF Wikipedia F (E&Z88 R SRR T0) MYCE > A 2.1 Bz - S8
4 97M (Cui et al., 2019) o AHHF77EE H 3| SRR R Al A i e = e m A sE B A

2 fEHRBIE > DL TSWIH | (who, when, where, what, why, how)#E REE A AY T2 HE - (E40F
i E b B N () > 7T DARS A RS S A SR AR O N A TR L DAY A
AL - SWIH T2 H A ZE o ASTRHE K SWIH RSO Brhar  RBEFRIECE ~ A
EAEIRERAIAE ST » [E0F - BEARYSORETS - HAC G TR - SR AT SR » ik
WL SWIH SRRV 28R (25 1 88300 » 2018) 5 BRT R Rl AH B BHAE » 20 ksl SR AT
B (RAERGEE A EESE S - ST AT BERS SO -
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RARIE RIS TN 8 RS N EE TR 0 BUEBIER - &R IRy
$HH o 1E 6,917 FESEp N TAECHVERRI T - SeBibk =R E LA RERIEE - FEE
FEHTI 3 Ry T0%KT 30% > Al {F Ryalll Rk 4 (training dataset) » 1235 (0B HIEVE R (test
dataset) - 5555 > FAIAVEEALLL BERT-Chinese FHFIGRIEAL R ALRRE - AP TAR
S 70%3E T4 B/ RIERLAY (R (fine tune) ] - F2 > FERIRIERAY 30% 3 AL TR
BRI - A A TR BRI PRS2  DARHE PR MRV RIEER -

4. BRIHTER (Results)

4.1 EREEEEEYE (The Comparison between the Manual Coding and
Model prediction)

TEREE R T - F IR A TG 4E 5L E (F A E E (B (ground truth) » BLAERIFEHIAY 4571
MEITERE: (GERE 1) - B 1 Bn& By THMESCHE - H > i OFi) FATE
SRR B OFM) RERITEMAIAER - HRE RN UG M A LA EE
RIEAIFEHIF4E SR - ZR10 > IE 5 (P)RI 1 IZ(New) iy ik SC B0 S i 2 R AL RN B0 E K
ANTEFNEE RS - S A TS AITUHINIEE R » &2 T 7 (Neuw) i SC#
B -

FB

800 { mmm Ground truth
B Predicted label

563

558

Number of post
g 8
o o

200 1

100 A

positive negative neutral

B 1. A TERF BT S IR X B
[Figure 1. The number of manually coded posts and model predicted posts
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e 1> BTSN AR Ry I (A EME RS N Ry IR [ RO RS S = e /D N TR
FyIE I 3L 558 FERAESE » FERITEM Ky iE a4k 563 SERESC - 72 R HE N TAGEAILLFIE
0.9%? » BN IE [ JE SCPRISSUR i 5 T A\ A 2Ry 54 [ BB T 0 2y 654 [ Y SR S 522 SR A
% ZEEENENTAEERIELOE 9.8% - KM — PR E s RAVRRE - JMIFI AR
VR #E e (confusion matrix) REFAEEEE S ATAVEESL (ERE 2) - [ 2 Hedl R A TIEEC - 15
B AL TEOH] - BhéR EAY P FORIER ~ N RoRAE - [ Neu FoRHIL o BHERE FE#H ]
LI A TAFRE AR AL TR S A SCHY TR R S8 3

SRIEFERT = B 2 BUR £ A LR R IE R RS0 SR R IE A HIEL B By 0.64%
ATHECRE RS BRI B AR K 0.63 1 ATARC B IZAYAES T - 5
BRI Ry a1 #2E 0.81 0 Fols =FEIF R BUEER & &V EUE -

Confusion matrix

Ground truth
=

- 200

Neu 1

- 100

Q N 5

Predicted label

& 2. EEIEE

[Figure 2. Confusion matrix|

3 EELBIEE T 1 (563-558)/558=0.896%=0.9% » A\ TAEat Ry [m] SRR FEUHI o B 1 AU G S22
HEEGIEE T RIRE - H1(498-449)/498=9.83%=9.8%

4 E 2 PEITEERMTIURE A/ N B EE A o BRIL o N TRERC R TE [ T R R TR B 1 1R Y
0.6380 FMVUFEFL ALy 0.64 » HAEFIRE -
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FREE BRI S - A LA R IR IAYRESC b SRR Ry & [m) B rp T2 BV EB B 53 1) Ry 0.15
0.2 T A TAREC Ry & RIAYRESC o R PR Ry T () 5 T A EE B 73 Al Ry 0.23 11 0.14:
A TAEEC Ry AT RS o ARSI Ry I (A B [l Y ER B 53 1) Ry 0.12 1 0.07 - R o »
ATHSC AR BIE R RS - EEEBTR 023 ¢ SEERREBE B A TR
LI EREAL TR Ry &R - HEERT Ry 0.07 -

&r ERrA - N THEEC Ry BRI T AR BRI B &5 (R AY IR AR > {2 0.63 - HIUR A
TSSO Ry 1 A) BRI BURME Ry IR [ > 0.64 > IS BEUR XIS 37 & 13 FIE ) 15 VAL =2y
HIETRE D - ATARSC R & RAYRESCT - 45 0.23 AT R IERAESE - RyPirA R
REE SRR EE A LR R IE A AR TN K 12y 0.22  ER(EREER -
N A 88 > 2 1) s [ 175 IR A S PRI SR B ANFEH] K IE A1 B P IS L - 28R 3k
FI#E— 2D PRSP IRA -

4.2 sES5E (The Linguistic Features)

2 B N AL RE R RE S - BERITEA A E R (DU RS T AT & —BEAIE )
HIEEBI Ry 0.23 > FRFrA SRR m B » HR A AN TAEC R b A AT Ao (BAF
fEfs T ANTIE BRI ) 7Y 0.22 - FAIEMEER EREES - Hr= A8 A —
BHVEHD DU =0 B R EESL N A P A YRS R a0 Fy TE S EAE B HI AE S0
BA R 4y S & ] B SCRI IR (A B SO RE SRR DR iR iR a3 e -

FMZERE - SEER N TR AR TN >~ M0y 2= Rk E B I EE = 5
{2t o Fef—J7EER[E] Nissim & Patti Q017)HVEE » 3 Faal 5@ K37 EA & DLAIET G
XHIERL > M ARSEERE (0apE) - JEEERE (AREEEERFSRAIRE R IR ) RE
fUE (ABEL) 55 S5—J7m - BRI FREFEEHHE (WESCE S5y ) DURFFER
o 0 7 REHR T BE AU AL SIS U S -

FMEEARTE T RIEEER | RoRAfEE > EHREPGEEREANE v - ELsE
TEAE Sy B RE RIS R R - (BhA — S BSEEM R/ > Flanfen - i - i
Yy~ EeF o BM—ffa AR - B ohlsrama B R E R ERZ B SR
A& FELL I P TR e S R 2 H -

4.2.1 ARBEEESRE (Linguistic Features of Negative Polarity)

BFIHRFEBROVES R (F) — () 8 (F) EXEHARHEES - (L)

R SCfE AR TR - RIEFSEGEREEEREER > (F) RESCEREEE - (7))
RESCETRE EANE S > (1) AESEAIRGEE SRS > (B) RESCS I ~ SCER{F i

BRE - BEE > () MOCEEONE - [ - ISR A AL R s R e
RFERHY T AR BEIEHEHIET IS Y > TR B R (32) - FRIMTHEE 8 B RN ~ 2241
W A LRSS P e S AL RE SR
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(B) BXERaEHESES =2 BMSERARREHESS (LB 0 2021) RiE
HEEE > 25 L EEF2021) > IR RKIEAES FTLURHEE - R ST - HRNAERE
shE AANFEIPRE » TR A (1) — (F6) FXH

(H 1) ERER - #t5F - TN EENES - BRERET - BUa YLD
AV - a0 LB 1] B ST E o L RS R Faa I (A R RE (R R R 2

(61 1] #EEEE S EEBEEgE 17 - EEPOBEENNE 4 aIE e - B
B R A RE !

(H 2) 51 SR A B - BRI E 5 N BERAFIER S - SiE
N/ BROERERE mGER > SRR "# ) FRE A H5 o a0 [ 2] 51
B A FSEDG IR O E RV Sa > R mSREE ey ¢ [613) AIEREE
FI T HCRER ) AR e T AR, — S AT AR B S5

(61 2] Z=BERKEAE « it 7 SR EGEERMIRERE - KIEAZ]
ESEHC  METHERAVHEE ! [

(B3] [ 1% | B TAZIERIER | $EE -]

(H 3) RESCESEBUT ~ BUB NI EBUB AYIRISCRE B —fefia (20 [$14])
fofEgertr s C [F15] ) -

(B 4] [LIEEEE - BR T 321 BISPSLA 400 1] - fijiE 400 BIE A RtaBne iy fH 224
DG O SV A =R S S FNi S8 U W ok 1| e AN 1= < A

(61 5] B r DRELElER - (HiE i AUERERT - [BIEREE (BATHI A EHERENS 2

(H 4) MEXERREE (&5 "HURE, ) ¢ WA AEEF202D)E5R - £ 2L
AV i (f] 6] 2" B8R, - R/ NEECRIEE Bty (B ER B B R R B Y SR )
HiEWTR TER, > oritEE A TREARCHZENER  BEGRHFRE, (&
BKiE - 2018) ¢ fEER ] DUZBURBCEE VRS - 40 [P 7] > f5 88 RBUN R T EHy
Bk TEEERANE )

> [ IFORHEAS R M E R RE S 53 © B RGSCE BT RN ER ST > AILL--- 23 -
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(1 6 IREMARE GEER RS NERERE st grekiEs \B—F% -
FRREA RN T -

(61 7] SREZA EH AL WIERR JES KRB EELE
B AAEEEBRE |

mlr
3

(B 5) M EH#ERREARBRIIT W - AY @5 T - B - 15X
o (18] -

(5181 R | 78 8 HE T | AL ffEe+321

(H 6) RESCREAFEMEIEM « AL R E AR ORI ST > 40 (61 9] ey
" MRRREEE

(B19] SREF|—(E¥HVEE " FIERER | MEARREETEHE IRt -

(Z) MECERIERATSE - RIEFTREGEREEERARER - 2 FAlEsC > il
Tannen (2013)fgtHHy " ZVPEARRC ;- B (EA] CHFFERTIRAY) BERLFFR - RIBRHEA
sEREBNEE - AGR(LEER ~ MW - AR BT F A EIERL - FERT e S MEmstc..) -
/EZ REMBEESE(D) - (1 10] FERESFEBEREISCT T HEEIE | R0 HmenstRE
W IR ETE S - TR #EFTES QQ - 1) @°.% [1§J 11]
IR RGN BR L E O - EHFRIURT QQ s sE L H154% & sERE)
s T () o~ T, o~ TIE, o~ THR, o (B 12) HEAE r‘*itﬁiﬂﬁgﬁj
jt%TJ AIREEELABTE IE4E T 1A > (BAEFRHEARERBhEE T FOMERSER o S5

\\\\\ REVE AL ©

(1 10 NRREGEIE T~ FOIEASEAIE G EHE B | ghir T
P, LAIRELN "SRR wh—BAAFATa AR R X BRI R - IR T
KPA6K » FAR—(A TR L 36 RIS HT - [

(61 11] SREmEE T QQ

¢ F1#% Google FIFEHIRIEFIRMILT Word BEZE P EUR - AFILLFEMIRAA - IS EFFIE 5 -
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(1 12] #@4m : 2dbmmvED RS TIE. ..

() RESCEEFISAEL @ M5O Rmsk 156, Bl A (scenario) ; (Musolff, 2004, 2006) -
TR " BRI ) —s R R R a1 " g - TEIR - r?ﬁé*ﬂj
%o BERWEEE BIAEHAEAREE  [H13] 8y TRsMR ) B kB
WERIR AT SN A SR A — 2 - 5P O HBE A R E Eﬁiﬁ%&%é’ﬂ’ﬁ%
(614 AIEERS T 30K ) SRR RSB VS BT - i 5 BUNTYZ e
WERAE  [F115] ERBASSHEEP BRCKAIIEETBIA R EHFBE T E
YA ©

(61 13)# 22 ROMERTZER] GIELRETHTEAT R M2 N80 22 AR B 321 1
SEAMEA 2 B > FLIEE]E 400 1] - EEEIEHEREAGE L T+723 A - 23 H
HWEM © ALpB 287 B > BEAMEA 3 B > HIEE]E 170 1 - [mttfErER - 2
F+460 }\J °

(61 14] S RIEZ R ERVERE 2R ILAVIEZ BUE - B EEE TR H2bi
I ARAELR BN T

(B115) ZEheReBRIR > FEBEREA > (RIS G KRR R —
B WEVARRBERDWHSE T EOBPIREM I LSS T EI AR £
TP AR RTT MBS AV 574 - (RS BB ACREE UMD BROK - SR e
KA IENE - U AR DR IREE -]

(T) REGReEEMBR @ SR Thi & B NIE: H SRV it - feimRESH G
ERTEBEREA - a0 [F1 16] ¢ =edn [ 17] SOt B IR 8 e IR e At |
o AR N8 D EEEE Y T RIERER | AYRE

[B116] #HI30F: REEEREAMSE ? fERORER KANGE T < £

E R AA AT ISR E > HlatEBsE - {7 Pa R A ok s At = B A 5

EEFERA > E‘jEEJ'%«iiE’lEﬂ?%?E?EE’JEI LTEEFTEEE?E.E’JFM%%E" EEE
o A BEEE EPE > Amazon

7 Musolff (2004, 2006) £5& » 1#5Efi,BIA R[5 555 (scene) S F LRSS » A HZ%sh = A #H ]
HAREEEE, BIATRIAE - i3 R - DUREER IT%H@EF*ED/FEJZIKEZIJJEﬁﬁ IEH Bl
Ko/ BIEE PR -
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gl

DL\ Hm

cEE - B\ BEVEN  IAESEEC NG 4 R - AR AN 2
M 20 BREHK] > P 100 AA MEA > BEAFAREZR T T -

’% =

(B 17] FIRZ S - HEVABIWERAIARE " $EERERRat® | " HE | #HFR T 35
B2 EUE -

(JR) RESCHER R BB BB 3 ¢ HREE Wilson (2017: 202)RYHH5E » K& (irony)HEAEE
"ER R HAIRER SR ) - Wilson SRR EEIEL Ry Sperber & Wilson (1981)%%3’]
" [/ 8E5 ] (echoic account) | © SZEE{E FHE IR L BT BRI OVEES - TS SHEHE
*{%ﬁﬁiﬁa [REH H CRYRDA - SIS ~ REALEETEVE - Wilson (2017:202) 2236
CEEAS T BUEEA GG B T S BCE AR R RET © TR A
ﬂ“ﬂ%ﬂﬁl% i " AR R ) AVSIRF RO E R B, - Wilson NIITTEE Ry - EEHYERGIL IR
ERINE > THEHZNERENREE - 41 [ 18] Ml R hEER #h &
WoiE , (BEHEREERRIMEETA) - EHBAE 300 +400 FIEEER---, Z1% £
BRI SCE TH RS HE T L D e RO B AR FE A S (R B > AT HE L alER T RCIENRIER
—EIHVRE LR - NI EERRERRE - HE > EEMSURATH R SRS BIAS
ERFNIFRATES 8L - BABEEE CRZE I A S - DIERN
MHEHE - & RANRBAESHEER AR (SO 1557 PIIBUAILS (Bdk) ~ X
RRERIR ~ MR ~ 220~ B - pdistIs - IS - (PTTARRER) -

(1 18] 300 +400 FZIE[HIE... FREREHFSCHIEARE

gesh o U1 19] iry T EHEETT ) HBAE T EEES , 21% o RN TR ATRE R
T—g AR S TSUERER ) 5 0 T TEFEL o EEfIEERI A E YIS
PelEfEHE T AR T RIEEIER ) B9EOE > WRAREE T HEETT ) hILUEE,

(61 19] MIEEERU 6 > B s ELs T > B e~ 357] > SSERERE TS -

(T) MG ~ X8 EMR - BRE - BEE | BRI CCAR EHES IR ARRE
S HY BRE A E o 20 (B 20] H T B R | SRR S EREE By B AT B B
[5121) /Y "R EUETEWB}}EP%E‘%’%%”%H%EBBF FEHEE B Al
I dm B B SR I TR B ) 2k FR BB AR S (41> "5 ) ARHIE - a1 [
22)
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(51 20] [--- 167800 20 6R & > 55 100 A HE—2 > B LA EZI T T -
[...]

(6121] [ VESECATERIECAAY) - AR - JEEDREHE, Smponb
PERFTAE - [+

[#122] &H TENET K& RIEEERACRITEE | @ SI@EREEd B s
HLEE R > XD !

(B) RESCEE IR « B 0es - BURFHEL TABUN > 55%00 ) DR ° HREER T A
BU - gt o T (B 23] 56 T IRIR ) R > B TEE O RREREER

(%123] REABUT > SR > PHeptirtaE -

() FEEMAIRERE AT SEIEREAIBTEIRGSC « BRI SCE DR IE SR - &
PR RS (A0 - REOCE B GREHIE S IIY ) SR SR it a4 e i U FllEn
AESCEVIBRN » (61 24] BRI SCAENS @ BEATEZEIERE - AMAGSUR 5 DL E R
B EEeT T RESE - AR TSR 5 - ERESCER R BN
NRAE S A 22 H TIIEERR  —5 A Af{& - DUEFFHATIRIESER T B 1 I A AR 400
Bl AIERES AR 2 ) BESC > SIS ER - It EMEUSERENYS > ER
1 E R > SRS By RIS BRI RE T -

[5124) /NGR... FOGRISHAIRSRE @ (#IERGR ) #EFHH #EE #INR #5EHE

DLER&mBERGEES R T EEEERMTRE EREREE SRR -

4.2.2 TERBEEESRE (Linguistic Features of Positive Polarity)

AR IEEBRAVEES 2R (D— @8 (1) MEXERIEAEHERES > (2) MSE AR
9%~ RIEFTREGERFEEZEARERR > ) MSERBEL  4) MGREEMmER -
BEAN - Bt s RA LRGSR EaltsE SR (B EEHAVIE(e S an - IR EiEiH -
%o HISEOBLES BEZHIRSC 55N () EOHE - #ARER() —OERES

b FEBRE BT YouTube SUET » 2020 45 1 7 29 HHBEER " ABUT > 5540, IR - B
FREEH TABUT - Gl DUk TABUN - WG 0 ZIREE R TEBUN > F4A0 ) B0
e
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Rl ARIMEMAESCE RN IR EE R AR R - s AR AT T A2 RE IEREF
BT - FAFIEHIE 6 BT RIERE ~ AT » M DURGRERE FaZ R R S -

(1) MEXERIEEMESRS @ & FMCERERFHEES (LB > 2021) REIE
B RL > S5 R B % (2021) - AR K IEMEE S v DU BEEE ~ R sBEiT-4] - IR IEAIRE
FEHAFERIERE - B3 R THI(1A)-(IF)FEIH -

(1A) (EFVPREESS ~ SR - FEBBTEREES © 40 (B125] @A " I —ErEE i
SRUSTESE)/ AR B SRS i U B SN K SEARES T

(1 25) & HA+ 287 Bil - BESMEA 3 6 3 HREGTACHE BrDhR G - 4747

HAJER1

(1B) 5[t - BB BR 5[ A\ BRF o SR HRAEREEIER
GER > BIDAEREREER # ) BB R - 40 [ 26) SRIABUBZE RERAIIER - R
WEER R AR AR R R L EEE TS [ # YRR -

(B126)] BERSCHT T | Jepi 500 SEERISE 2 /Ky ~ HAE S 10 5788 - DhsefE(K
# T BT B SR

(10) EaH ~ ERf A - B ARZEEED ¢ ARG - S e AR ERE
FGEIEIE A ~ A REES - a0 (1 27] 2T HRE#HTE S —REEAENET !
(5] 28] Rl 25 T he & P UF Rl IRiaH -

(61 27) F5REE—R > FEENVEDS - TREE—PRESEEI > A RERE YT
sh AME TR ~ R P SR R 20 - FEKIEEHATE S — R\ S5 |

(61 28 ) A EE4E TH TAEAYZ TARAK - M TAF DS mARERT] > DR
TR AT R Ry T - FTEE R E OIS TRE R Y L -
P AC S -

(1D) EREZIERBREIONE : &Y HEVMENT R RESS - WHEF Herbe - 2
AEFRAA) - BE—XEHEES 2 HERF S - BB Pt > a0 (5]
291 #y T &M, ¢
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[ 29) S SA4FR & » QEmhes &

(1E) "B’ EEWES © 4[5 Morin & Flynn (2014)F1 Al-Tahmazi (2015)F 5% » fgE
{58 F & 25 a8 A B PR BB S » (3 FH TE T E FR (positive self-presentation, van
Dijk, 2006)58{LE4E > 40 (61 30] - RESCE DREZEC N REAVEBEAE EfafE O FE A T
g AIER

(%1 30] FLIEREIERE > BAIHIHEEBES AT ZMAE T (-]

EREEHE > (1E) AR - AR HSE# (negative other-presentation,
van Dijk, 2006) ¥ LE » $27TE Feli N Bl BRI IE 5 RG> 40 (61 31]) B Rt sy
BEEE-EN EEECE NN

(B31Y [---] s —fs - Bz EaR > SEEREERENE - #EEE
HIEIEAVEELR #pL4EGapket ST - -

(1F) B ARIRHVEARFELAIRE ¢ A8 (ECSER A S AR LU - 20 (] 32] FREEH Y
R [B|TEH A TER L -

(%1 32] [#TOPick 5#frfd ] 7S E/E IS F HGRA |

(2) RECERERIATS - RETIEEERE A EEERER = BSEA (AFE
t# u”jfﬁﬂﬁ)ffﬁﬁﬁ%(%”%ﬁ RORFTIR) B AESE ~ sy (TIE, TR, T -
Er) KRFREEE -~ BUE > REEREEFLEAEER - (#133] DL T S #EIET AR A
WF ) HRRE A REEEH GRS (6] 34 RIZ LT 3 — @ <F I T - B2 B R
M EXTERIE ORERTR - DURAE T 2B E #B0IaEhiH - IRty 2%
MASEIDHRERS: - A RBEEHTUER -

(5133) SAFEFRIFAHEZAEY (HY &R )
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[ 34) S HEAL 334 61> BAMEA S G 3 P —EBFPIE-EIE - BB
Pt @O 1 # R = #S IS ERH > (Rt BB

() REXEERIREL © IEEERMSIAS MR HEERES > (A7 TEE, ~ TEM, M

TIEMR ) R EERWM AT AARSE - [#135) Ty "EEHE o SRIEERRRE
BRN > FFSREAC RHEE - —ANERB T —E S E R R REEEN > FEEE
508 L R A ) SEE B8 o ARER R ER AR B 2 TS B B B BRI 1500 © TR L By
[WIEMTEE - FoRERAE I DR T 0 [P136] /Y T EIR ) B RSB T DI EE =R
H - BiybEERmiyEmaE  LRMSUEEEHEATR S > HER SR (20 [F]
35) Y TERAVEE RIS THERE ) Y, )~ KEEE (a0 (#1361 By TR, ) BAiTE
s (40 (P36 Y TARZ, ) -

(61 35 #EIEMIE AYRRE - (20210522) ErAERAVRRE - [N R #1bm B #Hrit
HETRRZEEE IS WA BT iR S ~ HAt R B Rt T 2 - 2SR G e
fk > TR EERE(ER - GORELR - Bk TR EEER o [ 1R
TEERRAIE Y - EERIEIERASAHIET - PRI - BER Al > S REEN
i - ERRETEE TR | 1B R ESSSIR T o BRI T
PHF A REN - BT AKKE Y - BREEL Y  —EBFREE —EA
g -

(B136] CHEE T721 Bl figst i 321 (9] ~ 400 §] " RZIEISIER | | BRES o © 52
JhE ~ AELEIR)

(@) REGREEMER  ESEEEEES T (7)) 8 EEEEd AR
R RSB S B - REIFY (1) B9S2 BRI BV E Rfg O 6ER T RCE
[l —ealikE o f " RCIEMER ) WIRRTAIEE o BSE 0 F R R A AL B 5 R
A - feHES O EE SR R TSR A > 0 [§137] -

[4137) NEERRICU B4t » TRAEEIER | SRR AT IV MR 20 > R
HEH - fEEERASR -

(6) MEXPREREERR  EEM Ao aafEEas e LRz

S B {EREFIRD BRI - TRAEL -
10 IE WA TR B Ry 2R I -
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anff ~ BUB AW

IEFEREVEES - ([HiEE LR HA R E A ERE - 25 - &H -
TEH:

 [F138] HIERE(AFQME - FERHEHIE A& A E A

[15138] [.. HEEEHE A3 #EH T & #2RITEILFAFE® #2208 e #
e ANNHEE

BB A R S R SOR () E RS BRI -l 1 39]:

(61 39] [...1ep A DARSEEAAVERE R S T8 T4 - M2l E FAAEAEAVE L -
P AR ERTRUTHERY Riesling €2 (BIF1E58 A A AL EA I E L HIE TSR R
i RARZERNEEININEE WSACRBRMZA 2 SR MR R E IR
BNEET @ ERFITAERRREERETTERERS | @ R
£ #JAMESSUCKLING #JimBarryWines #The Armagh #Shiraz #CabernetSauvignon #
EBEE &1 #MEDER

(6) FEEPESHAIREIRF BRI A SEIEREHBHIRES « BB CEDRIEE TR - HIE
ERREEMAG (40> MSCESSY) SR EA T e ) HIER RSB R - (61
40] BN ENS > BEAEEMERERGFESE "AE - 2RI AESCGE BB R
REIEREAY " R ER ) o M5B AT R R > S EE R S A A
TBEL

(B 40] #RCIEMIE #EIASHT 450 [BR AN © REGHE © Bi&H - R H ¥ - udn

tv

FER ARG SCI - PP EE3R > 7 Se G S {E (8 B — A B - 40 (B 41]) (A
(Z) MERSRFORAESCE RIS © B0 SR A —(8 DL BRI - (61 42] i
BT (B)MI3) : 51 T H 5 (BRI ) FVGEENE - MHSGENEAIEM TEL - DL &
fE L ECimbRi e AT NS TR theie EEERS AB TIFIR ) EEm SR LiER
BE B DUB B A -

(6 41]) BEite  HeEEH#EKR. #BARE [HRE TV]
https://gotv.ctitv.com.tw/2021/05/1778685.htm
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(P 42] BRI FOR - S5 RIS - (B R LR 7 #EEElER #Editk (BRH 721
B fest g 321 5 ~ 400 B T AZIEEIER ) | BRI SRR ~ A RAER) [

IR " AT A —#AIE ) A T ANTIE — AT BYEE SR B R B L
PIRfER 1 MR 2 -
& 1. BgZ =S5

[Table 1. Categories of linguistic features of negative polarity]

AR SR EE R E8 | LR (%)
AESCEHE (B 1) fHfEE - #t5F - BESNAEERES 34 17.44
FRHERES | (H2) 5l - 3ReA EHX 11 5.64
FHEER (F13) BESCETSERUN - BOAAMISCHBOA A | 10.26
101 YIRS &
EEB 51.79% | (H 4) RESZERIRGITEE 10 5.13
(H 5) BESCE B R EE m BRI S 21 10.77
(H 6) AESCRIEN R EIEM 5 2.56
() RhSCf FIREERLTT SR - RIBRIREGER B EE A 15 R 26 13.33
() RESZ{E AR 12 6.15
(T) RESCEfaE AR % 4 2.05
(%) RhSf BRI 3 36 18.46
() Ahzs [y ~ ST Em ~ EHE] - B 5 2.56
CIR e =nl 2 1.03
() RS B A fe IR ETHI AE S 9 4.62
HER 195 100
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#2> i = ﬁﬁéﬁﬁ/
[Table 2. Categories of linguistic features of positive polarity]

=t el EH | LB (%)

AESCEERTE | (1A) (HAVTREELS - S5F) - B EEsiTenEs | 27 22.69

R IV % | 2017
ERHEAI 65

L 54,620 | (1C) G ~ BEERALA - Bl AR EEEIHLL 3 2.52

(1D) s FF {322 1 ) 17 A 1 55% 3 2.52

(1) BREHEENES 3 2.52

(IF) ARV RS ~ HARF LR 5 4.20

(2) BESCSE FHAREEL TSR ~ RISFF SR EGER Byaa) (32 1E A5 L 25 21.01

(3) MEZfEAEEE 5 4.20

(4) WESCEreb MBI R 2 1.68

(5) M DUES HEHER 20 16.81

(6) AR PSRRI BT A1 e IEREHIERHI AL S 2 1.68

119 100

®UEUR % (F) 3 TASCEREREHERES ) teblmss - 3t 101 % - (hFTH
EHSLT9% 0 1 (KD BT RSSO SRR BB RIS 3536 % 0 (5 18.46%
FEmEEPIRVES RS (Z) 8 TR ERAERRTE - RIEFFREGERM I EES
FIEE, - 326 5> (5 13.33% - {HiE = BRESCAIHHRE A B IE RIS RN - BUREAIHYA
Je o R 2 BT B T RSCERIEREHERES ) teblae o 35t 65 - (SRR ER
54.62% » Kim Ry )48 T HE S IR R R ~ RIS EGER s EEE TSR 3£ 25
Z 5 21.01 % EPRMSCUES BEEHN > F=mRIAEC)E " AL,
5% (54.20% -

4.3 &f&w (Discussion)

PATHE—20 5 o 2 el 7 BRI I 1) 5 ERAYEE S R U (&) RYSRE - SiAHRZ &
= RIAEREE N SE RS RIER (a1 (B 1) f0A)--%) - aEERER T
CREREER - T REBEUR RS~ Tolutinly  SCBREN - EHE - ERE ) IR TE
AOE % MEEFERERT TEZEEFRYOSE, -

MAHEZ RS - WEBEE "5 - e A BRI - RkE
FrREGERREREAR BB, - TEREE, - TIREHMEZ, DR TR
LSRRI B FERU A A BE IERE BRI RS S > 28T - AE SO BRI R B (s e E S R
EMHERNZES Mo HEEROT
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4.3.1 5[k ~ BKega A EHSK (Posts Citing or Discussing Celebrities/Experts)
BEZRERE Tl - B A HBR o (FRNESEMASAEARE - T ATA R
1 RESCEES A N BR BGm I I OIS - B A & B R =S @ a0 ()
gy~ TERE, -~ TR~ TEREE TRCERIER . AR WESCH12])  EEEREE
Ry T FRoR ) BCEAIERHE 9% SIS AMEEE EER .  [(F143)1 89 T B, -
CREE RO T yEiEERRE o B [f144) 69 TAEMISE, A1 TRERE )

(%1 43] " ECREBEGOT - BIEAAES —SUER &8 RN E - A SR
EiE - SO RMESUCR @ ANNT - ORI E » SBEBUFEIEBOADTE - 3 AR
BB+

(B 44] [-] "3 - SRS ERERA O[S ? St O AEE  XREHT - |
[...]

BT NTIE — SRRy RSSCAES [ ~ Bama A\ - SR8 8 (R Sy
"R~ TFOR, -~ THEHL -~ THIH, ~ TRERE, - TEREA, - TEEAE, - T -
"Efi, O RERTAHEAEBERN "HRE, 0 BN SEE RGBS B R
SEmAEAER > 0 [(F145]) 5 WEREASERENRE - (£ FEH S 2 2532 E A 15 R
BB EES 4 [f46]

(B 45 ) TSGR R R R - SRR Se IS — R G A W KA = » B
PR EE RS - TIERE ) SEEE 2 X N EREREL - EAH
5 > INRIFE ~ ERATSE » EET e AR a i o AR -
R E 72 - SE LRSS 6 K> B TGl » sh o —ie
K BRI EaR > EaEREREIE -

(B 46] HEEEFEZEEREYEEN " EEEm ) > BB S | #R0E
[l #EsHs

4.3.2 EFIREREFTSR - RIBFASSGEERMFEREZAN, IEHEBE (Posts Showing
Negative or Positive Polarity with Punctuation Marks, Emoticons, or Sentence
Final Particles)

B[]/ T RV RS B (IR AT 9% ~ RIBR SRR - Hr - RIETIE S
SCFREEERE > BT QQ B XD BRFFIRFF SRR TS & 2 X (O A%) > DU FRRIEE
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EIRFR > A5k ~ BRI S - DIATER R E B - sEREBIEEINA 2R ThRE - I -
" IR RS BN I S RS L - YRR AT R SR E

FERETT9RTT I > WS B B (50 PR R SURTBE 5% - (E M350 - MERSRC- ) A& 1A
B - FAMTLERMCCE RIS - REies - KF - 38 - IBEFAREE - B
ARG R F BARREATSE - RIETTIREEREFE - RAAE R RIFRR R A -

4.3.3 {EF¥EEL (Posts Employing Analogy)

WA TR R (E AV REL B & T e R 156l Bl 4 (scenario) - HRZ A EEEE B0’ 2&
B TEM > TR RS REESER T Rk A TR - TER -
BIEEEHEE AT TG AR DURER A TSP BROKE T 2 156 E
A5 RS RAE SRS RIS th a8 = - el e i T T2EE, - TEM L - TfF
MR, EFE0 - FE(EH A & E 2 BRI - BB SCE B - )
Fean 80 E 55 LSS L B A TA & 72 & a5 R SR B R 22 s A A 1B R AL -

4.3.4 FFEEEANEISR (Posts ASppealing to other Countries)

AnIEAIE R B R MBI R - AAMAEAIARE - &I RESCE 2 A B E H E =]
HINTEBUERERRE A 7% - (e & BB SR A - Eiscy [Fl16] > 1EFH
1B RIS S RIFE R A M B Rt (E A T RCEEIER , RIEE(LEEEET LR T
IEEIER  BVEREE > Eiseny (61 37) -

435 FEBEWABRFER LA REIET HBTHIRE S (Posts Requiring the
Knowledge of News and of the Facebook Account Owner’s Political/Social
Inclination for Correct Prediction)

R 1P IR 7 A R S (B B U SRR B 9 B IE I R SR TR R 1) - RR R
#— TIEMCCE Sy ~ BUE R - ARE 2R EE R SR - JTREEHEHE - R
AR - EARRMSCER S AT ' -

g > P EE TSI DUES B EEEP ) (EMIRAE T ATIE -8 HIT ) #IRE
Xt HALBEFTARE S RHEEY 16.81% @ BURIRE I E & SCREFTRIEFEHE -

5. &&&% (Conclusion)

AWt R e B LB e CAEE RS (EE R NR  —RAEERE R ) L
BER R TS - EBlPIBEA 2 T B AR S R AETT AT - W8 TARRCA R
TR - DUT B AU TN B R B 2 RIS 7% - REJP Y ATREIRA - it - Ab5E
A DAt R B G T S B AR S e P A [ S B A R R Y T RE R A
HMHITFEEEREREE 75 | Efeh e - B A TSR TN
ZEITH > AWTFEHYEEREUR - TMIAYHEAIER A BERT-Chinese P/ SREAU(E RiH A 28
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AVRIAaME > FHE P EAFIREI SRR SR A T AR R SR R e el - A T PRI B AR T
AR © B A TR R P I AR S BRTE R I TRMIRE ST - MRS
0.81 : 2RI » A TAFE Ky IEm) R SR HIRESL > AU FEHLZ TEREAR 737 Ky 0.64 F1 0.63 > i1
Hepfe T A& —HBAIE | AYSEERRE S - 2 023 HUR T ATIE— BRI, #YR5
30 FEERREE 0.22 0 a] DURHVE DU BRI BG HY AL SO RsBibtig > A\ TREEC R & RIAYRESCE
AR AE Ry R RS > 1 A TARRC Ry IR A ARG S BRI T Ry th AL

Fo PR ERAEIL TSR 71 - JFIEE AT T AT -8RI ) ke T ATIE 154
I ) BYRESC > AT RIERGAL 7 SR A R 4 BUIE B RETE SR 1 HIRESRA
FERR H B T SC ARG A SO - SRR IERESS -

AWTTEEEH > IR text/message ML - FRAAUIRE 5y SaB BN SR SURRRE Iy IR 1)
sz (B0 TROEWE - 3FiEA ) ) WMIAMER - HHEHEREERIE S BRTEIC
AHETTHT > IRFHREESCEAGHBUREI (L E - NFEFES 2R e i 5 H
—EA SR ARG o EERHRAGHY T o AR ROUAR Z AN H A AR R - SERERS TR L
TR BEAFRERABAESEEE G DERLFEHH TR
87 B0 - AESSRIEALRT » SRS S0k B s A B BUE R AL 88 - AEAETHANSR
BERCRETR > S 2 RMCCE R BCE B IR ATRIREY — 807> - B S Re(EE T F I
HIERZ MG S R 2

T EACATRFERR AT ASESR - R EER RIS R M e R —EE B L 2RAY > R
R AISRREA LS 7 ~ FRHE ~ ERREIHE R > AT TR B SRR
R~ AR REE (20 s DLTREE 45 T adbEEYh, ) o sBAR—ERE (0 B
ZRgbRIRER) - EEEE - AR (A0 AR 2 e AR E AR
BEATER ) SRBETHRFRERRBR - sSEARERERELS (0 B - KB F
g BB AR RIS T A - S o (LR ARAYEE S A PR R T SR
M2z EFEFESRIEGES - RPTERARER A S S B A REsE R AT » 0
EHGEESRHEMAT R - RSB IE B R HET o B R

AWTFEAIRRA] - AL FAIE IS SRR - A & AR = A 15 RCA B -
RGN TARRCHIEER > ISR RE R SRERHE R e Fr el - AEAIRAVEFE T > 21
{ERESE RS EEEHRIATIERD » Rl (SO BT RS SGEEE B3 IERITEIIAY &S
RAEBAE > BEARENEEN SRR S HIEHEN: © Wilson (201758 Ky SEEE A AL -
HURAN 3 5B B SRR - 55 Bt REERE N AR - DU
FHenEHEREER > SRS SCE REE CRAFES IS ARES - L
FEFIRE HAY » ELefRif o EhiEEt s - BUBHRSS - (EEEDUEREHIET - & R AETH
AEFRESCE BRI AIRLIREE R GREAL > DL NLP #¢2)> (# FHY BERT A1 5
B> E/EHH Wikipedia (25 {857) & Books Corpus (8 {5 5) S R HA K ESUAERHE Ky

AR R A T A SR HL R S R B BRI EL A BRI T 4L

https://www.cs.nccu.edu.tw/~sichiu/Category 0509.xlsx
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?E Jllﬁffﬁﬂ‘ UHYEDRHE ¢ 1 BERT-Chinese HYRRALEPR ALY 50 B o 5 17 PG/ SRR AL
T%LA#DEEKEE’JE/HL??E}HZE o DU TH AR - 25 B p R R B FR S
%%Eﬁiﬂ@ﬁ%ﬁﬂﬁ%i fralleR - ﬁfﬁvui_%ﬁb%ﬁ”ﬁa_f o 0 E 2 A
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The Association for Computational Linguistics and

Chinese Language Processing
(new members are welcomed)

Aims :

1. To conduct research in computational linguistics.

2. To promote the utilization and development of computational linguistics.
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