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Abstract

In speech recognition, it is essential to model
the phonetic content of the input signal while
discarding irrelevant factors such as speaker
variations and noise, which is challenging in
low-resource settings. Self-supervised pre-
training has been proposed as a way to improve
both supervised and unsupervised speech recog-
nition, including frame-level feature represen-
tations and Acoustic Word Embeddings (AWE)
for variable-length segments. However, self-
supervised models alone cannot learn perfect
separation of the linguistic content as they are
trained to optimize indirect objectives. In this
work, we experiment with different pre-trained
self-supervised features as input to AWE mod-
els and show that they work best within a su-
pervised framework. Models trained on En-
glish can be transferred to other languages with
no adaptation and outperform self-supervised
models trained solely on the target languages.

Keywords— Unsupervised ASR, Transfer Learn-
ing, Acoustic Word Embeddings

1 Introduction

With supervised speech recognition systems get-
ting more robust and accurate due to the avail-
ability of large amounts of labeled data and com-
putational power (Gulati et al., 2020; Baevski
et al., 2020b), more attention is now given to low-
resource languages for which training data are lim-
ited or non-existent (Aldarmaki et al., 2022). Un-
supervised pre-training using unlabeled speech can
be leveraged to improve both supervised and un-
supervised models; for instance, speech represen-
tations pre-trained on large amounts of unlabeled
speech from multiple languages have been shown
to improve ASR performance for low-resource lan-
guages (Kawakami et al., 2020; Conneau et al.,
2020).

While most supervised ASR models operate at
the level of phones, word-level segmental ASR
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where variable-length segments are modeled and
embedded into fixed-dimensional vectors have also
been explored with relative success (Abdel-Hamid
et al., 2013; He and Fosler-Lussier, 2015). In a
similar vein, Acoustic Word Embeddings (AWEs)
have been proposed as a way to efficiently compare
variable-length speech segments in low-resource
settings (Peng et al., 2020; Kamper et al., 2020).
Unlike written words, spoken words naturally con-
tain speaker and phonetic variability that makes
them more difficult to model in a latent space with-
out supervision. Self-supervised pre-training and
cross-lingual transfer are two possible approaches
to make unsupervised models more robust to non-
linguistic variations in the input signal.

In this work, we investigate the performance of
self-supervised training of AWE models versus su-
pervised training with zero-shot cross-lingual trans-
fer. We experiment with different types of acoustic
features and measure their performance separately
and within the AWE models. While we find that
pre-trained acoustic features improve the perfor-
mance of self-supervised AWE models to some
extent, a larger improvement can be achieved when
the AWE models are trained in a supervised manner
using small amount of labeled data from a different
language. This zero-shot cross-lingual transfer is
observed consistently across different languages,
and particularly with the use of pre-trained feature
representations. Our results suggest that supervised
training with zero-shot cross-lingual transfer is a
more effective approach for low-resource speech
models compared with purely self-supervised train-

ing!.

2 Background & Related Work

Spoken language is often modeled using short
fixed-length frames of 10 to 30 ms duration, which

'"We provide python training and evaluation scripts
for replicating our experiments: https://github.com/h-
aldarmaki/acoustic_embeddings


https://github.com/h-aldarmaki/acoustic_embeddings
https://github.com/h-aldarmaki/acoustic_embeddings

results in variable-length word segments. Dynamic
Time Warping (DTW) is an early technique that
uses dynamic programming to compare variable-
length segments by finding optimal frame-wise
alignment. DTW is rather inefficient, which mo-
tivates embedding variable-length segments into
vectors of fixed size that can be compared using
more efficient metrics such as cosine or Euclidean
distance (Levin et al., 2013). Different types of
Acoustic Word Embeddings (AWE) have been pro-
posed. As these techniques are generally meant for
low-resource languages, they are typically trained
in a self-supervised manner, most commonly us-
ing an auto-encoder network with reconstruction
loss (Chung et al., 2016; Holzenberger et al., 2018).
Compared with direct comparison via DTW, these
AWEs generally result in similar or slightly supe-
rior performance while being far more efficient
(Holzenberger et al., 2018). Peng et al. (2020)
describes an alternative training strategy using cor-
respondence auto-encoders, which relies on word
pairs extracted via unsupervised spoken term dis-
covery, and further improvements can be achieved
using contrastive learning and multi-lingual adap-
tation (Jacobs et al., 2021).

The above models use static acoustic features
(e.g. MFCCs) as input. van Staden and Kam-
per (2021) shows that using pre-trained features
like CPC (van den Oord et al., 2018) improves the
performance of unsupervised AWE models. Pre-
trained features have been repeatedly shown to im-
prove performance in supervised downstream tasks
(Yang et al., 2021). In addition, pre-trained features
have been shown to transfer across languages. For
instance, a modified version of CPC (MCPC) is de-
scribed in Riviere et al. (2020), which demonstrates
that pre-training these features on Egnlish results
in improved phone classification accuracy for other
languages. Other types of pre-trained features, such
as wav2vec 2.0 (Baevski et al., 2020a) have been
shown to improve both supervised and unsuper-
vised ASR performance (Baevski et al., 2021), and
multi-lingual training of these features (i.e. XLSR-
53) can lead to improvements across many lan-
guages compared to monolingual pre-training (Con-
neau et al., 2020).

3 Objectives & Methodology

The objective of this study is to investigate the effec-
tiveness and trasnsferability of pre-trained acoustic
features when used as input to acoustic word em-

beddings. To that end, we compare self-supervised
AWESs trained directly on the target languages ver-
sus zero-shot cross-lingual transfer of supervised
AWE:s trained on a different source language. To
our knowledge, the combination of pre-trained fea-
tures with AWE models has not been fully investi-
gated; most AWE models are trained with stan-
dard acoustic features like MFCCs, while self-
supervised features are typically evaluated within
supervised models fine-tuned for the target lan-
guages. Furthermore, zero-shot cross-lingual trans-
fer of supervised AWEs has not been the focus of
previous works in this area, which mainly focused
on improving self-supervised AWE:s.

For the purpose of this evaluation, we use a rela-
tively simple architecture for the embedding model
and we fix the hyper-parameters based on prelimi-
nary validation results for English self-supervised
AWEs?. We do not do any further tuning of the
self-supervised or the supervised models. We use
English as the source language, and evaluate zero-
shot transfer on four other languages: French, Ger-
man, Spanish, and Arabic, with the latter used as
a challenge set since it contains more variability
and noise. No labeled data were used for the target
languages with the exception of word boundaries
which were obtained via force alignment. We eval-
uate mainly using minimal-pair ABX error rates
to measure phonetic discriminability and speaker
invariance. We also cluster the embedded words
and measure how often different occurrences of the
same words end up in the same cluster.

4 Experimental Settings

4.1 Model Architecture

Our AWE model consists of a multi-layer bidirec-
tional LSTM encoder, followed by a uni-directional
LSTM decoder, similar to Chung et al. (2016) and
(Holzenberger et al., 2018). The encoder takes a se-
quence of T" acoustic features representing one spo-
ken word. The forward and backward states of the
last hidden layer of the encoder are concatenated
and used as an embedding of the given word, call
it h”. The decoder generates the target sequence
one step at a time, conditioned on h” and the out-
put at the previous time step, similar to Chung and

2We observed that self-supervised models were very sen-
sitive to the choice of architecture and hyper-parameters, so
we fixed these in favor of self-supervised models. As shown
in later sections, we still got better results with the supervised
models, which shows that they are more robust and easier to
optimize on top of being more effective.



Glass (2018). In the self-supervised setting, the
target sequence is the same as the input sequence,
so the model is trained as an auto-encoder with
MSE loss. In the supervised setting, the target is a
sequence of phonemes representing the input word,
and the model is trained by minimizing the nega-
tive log-likelihood. We used 2-layer networks with
100 hidden units for most models, which results
in embeddings of size 200. We also used dropout
with probability 0.3 on the input features, similar to
the denoising networks used in Chung et al. (2016).
More details of the parameters and training process
can be found in the Appendix.

4.2 Feature Extraction

For easier reproduciblity, we used the s3prl toolkit?
for extracting all features. We used the pre-trained
s3prl upstream models; among the many pretrained
self supervised speech representations available,
modified CPC, Wav2Wec2 and XLSR-53 were cho-
sen based on superior DTW-based ABX scores*.
All pre-trained models, with the exception of
XLSR, have been exclusively pre-trained on En-
glish data. XLLSR-53 was pre-trained on unlabeled
speech from 53 languages, including all target lan-
guages in our experiments. As observed by other
researchers (Bartelds et al., 2022), the performance
of features extracted from transformer-based mod-
els is largely dependent on the choice of layer; we
used the last hidden layer for modified CPC, the
second to last hidden layer for Wav2Vec2 and the
central hidden layer (layer 12) for XLSR-53. Aver-
aging all layers gave reasonable results, but these
choices led to the best performance. For MFCC fea-
tures, we also used the s3prl implementation, which
includes 13 static features as well as dynamic delta
and delta-delta coefficients.

4.3 Data

We used the Librispeech (Panayotov et al., 2015)
and Multilingual Librispeech (Pratap et al., 2020)
datasets for English (en), French (fr), German (de),
and Spanish (es). We used the dev sets for train-
ing, and test sets for evaluation (dev-clean and test-
clean for English). We obtained the word bound-
aries automatically by forced alignment. For Ara-
bic (ar), we used the dev and test sets of MGB2

3https://github.com/s3prl/s3prl

*We did experiment with other features like APC, VQ-
APC, and VQ-Wav2Vec, and got similar or inferior perfor-
mance to MCPC and Wav2Vec2. We opted to omit these for
brevity.

(Ali et al., 2016). This dataset is expected to be
more challenging as it contains a diversity of di-
alects as well as various noise conditions. See the
Appendix for more details on the datasets and the
word alignment process.

4.4 Evaluation Scheme

We constructed Minimal-Pair ABX tasks, as de-
scribed in Schatz et al. (2013). ABX tasks are
typically used to measure phoneme discrimination
in zero-resource settings, and they consist of two
segments, A and B, that differ by a minimal con-
trast (e.g. one phoneme difference), and a third
segment X that matches either A or B. A distance
measure such as DTW or cosine is used to find
the closest match. We used two variants of this
task: within-speaker ABX, where all three words
are spoken by the same speaker, and cross-speaker
ABX, where X is spoken by a different speaker.
We automatically extracted the words from each
test set; we selected A and B by finding word pairs
that have the same length® and Levenshtein edit
distance of 1 or 2, which roughly corresponds to a
difference of one or two phonemes most of the time.
For Arabic, the dataset did not have speaker ids, so
all three words could be from different speakers.
In addition, due to the lower quality of the sound
recordings and the presence of noise in this dataset,
the word alignment quality is much lower than the
other languages, so the automatic process resulted
in many invalid segments. To have a more reliable
test set for Arabic, we manually checked the valid-
ity of the extracted words and kept 954 validated
word pairs for evaluation.

We also used clustering for complementary eval-
uation. We clustered the embeddings using K-
Means with K being the number of unique words
in the test set. We calculated the accuracy of clus-
tering as the percentage of words that match their
cluster label, which is the word id of the majority of
segments in each cluster. This allows us to measure
if the embeddings of the same words are similar
enough to be clustered together.

5 Results

Table 1 shows ABX error rates using the input
features directly (with DTW as distance metric),
self-supervised AWEs trained on each language,

3Since automatic word alignments tend to be inaccurate
around the boundaries, we only used words that have at least
five characters.



en fr de es ar
within | across | within \ across | within \ across | within | across | across

Using DTW

MFCC 998 | 19.85 | 12.59 | 24.82 | 11.46 | 25.03 | 11.83 | 25.27 | 40.98

wav2vec 8.51 11.15 | 9.95 15.61 | 9.01 15.08 | 10.13 | 15.46 | 37.42

MCPC 7.80 | 11.74 | 996 | 17.09 | 9.22 | 15.85 | 11.14 | 18.03 | 38.99

XLSR-53 | 945 | 13.72 | 1097 | 16.77 | 10.89 | 15.76 | 1431 | 19.31 | 40.15

Self-Supervised AWEs in each language

MECC 1230 | 19.12 | 16.63 | 25.06 | 16.71 | 25.99 | 16.58 | 25.21 | 43.92

wav2vec 6.63 9.27 9.94 | 13.19 | 10.56 | 15.09 | 12.25 | 15.23 | 38.16

MCPC 7.66 9.53 | 11.64 | 16.19 | 10.24 | 1530 | 13.25 | 16.29 | 41.09

XLSR-53 | 10.61 | 12.19 | 13.72 | 16.19 | 12.59 | 15.73 | 17.10 | 20.14 | 37.00

Supervised AWEs trained on English

MFCC 3.83 457 | 1077 | 1532 | 9.16 | 13.06 | 11.49 | 16.56 | 38.15

wav2vec 1.38 1.14 6.59 9.44 4.98 7.32 7.32 | 10.12 | 34.80

MCPC 2.49 2.51 813 | 1223 | 6.66 | 10.68 | 9.89 | 13.99 | 39.20

XLSR-53 | 0.93 0.79 4.12 5.71 1.92 2.83 5.05 6.21 | 31.76

Table 1: ABX error rates (%) within and across speakers for each language
‘ en \ fr \ de \ es \ ar 2018).

Self-Supervised AWEs for each language With supervised training, we see significant re-
MFCC 473 | 484 | 45.0 | 54.3 | 309 duction in errors rates for all languages. The lowest
wav2vec | 66.1 | 59.9 | 59.5 | 67.5 | 35.9 error rates are achieved on the English test set, as
MCPC 572 | 53.6 | 539 | 604 | 33.5 expected. More notably, the largest reduction in
XLSR-53 | 52.0 | 52.2 | 54.9 | 55.0 | 31.0 error rates is achieved with the XLSR features. It is
Supervised AWEs trained on English also interesting to note that XLSR features were not
MFECC 6851527 1567 | 61.11| 334 impressive in the self-supervised setting compared
wav2vec | 8231648 1 693 ] 71.1 | 38.8 with other features; Wav2Vec2 and MCPC, which
MCPC 745 | 564 1 627 ] 66.2 | 35.6 were trained on English only, gave better results
XI.SR-53 | 843 1 69.1 | 78.1 | 75.8 | 41.8 in the self-supervised framework for all test lan-

Table 2: K-Means Clustering Accuracy (%)

and supervised AWEs trained on English. Cosine
similarity is the metric used in the latter two set-
tings. Confirming previous results (Riviere et al.,
2020), we do observe that pre-trained acoustic fea-
tures like Modified CPC and Wav2Vec2, which are
trained exclusively on English unlabeled speech,
transfer well across languages. These pre-trained
features consistently outperformed MFCC features
for all languages, particularly in cross-speaker eval-
uation. Unsurprisingly, the English language has
the best ABX scores overall simply because the
pre-trained features used are all trained on English.
The results for self-supervised AWE models are
mixed, but generally they are in the same range
as DTW performance, which also conforms with
previously published results (Holzenberger et al.,

guages. The advantage of using these cross-lingual
features was only evident in the supervised and
transfer learning setting, where they consistently
outperformed all other features. For Arabic, the
error rates are higher overall due to the nature of
the dataset, but we still observe the lowest error
rate in the transfer learning setting.

Finally, we see in table 2 that the clustering ac-
curacy results are consistent with the ABX results,
where supervised models trained on English con-
sistently gave higher accuracy compared with self-
supervised models trained on the target languages.

6 Conclusions

Our results demonstrate the superior effectiveness
of zero-shot transfer learning of acoustic word em-
beddings compared with self-supervised training
in the target languages. This is particularly use-
ful for low-resource languages for which data may
not be available for supervised or self-supervised



training. The mechanism of this transfer is mainly
through the reduction in speaker variability which
is far easier to achieve via supervised training. In
addition, supervised training makes the most out
of pre-trained features, where we see further re-
duction in error rates that far exceed the reduction
observed in self-supervised settings. The presence
of noise naturally results in larger error rates; fur-
ther investigations are needed to demonstrate the
transferability of noise robustness in a similar man-
ner.
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A Appendix

A.1 Dataset Details
A.2 Model Architecture & Hyper-Parameters

The architecture described in section 4.1 was mod-
eled after other acoustic word embedding mod-
els (Chung et al., 2016; Chung and Glass, 2018;
Holzenberger et al., 2018) with slight variations
in details. We found that this particular configura-
tion worked best across different acoustic features,

Dataset test dev

English | 52,576 | 54,402
French 90,958 | 83,560
German | 121,713 | 122,903
Spanish | 88,417 87,417
Arabic 62,745 57,532

Table 3: Total number of words in each dataset

whereas other choices gave mixed results. For ex-
ample, using GRUs instead of LSTMs worked well
with pre-trained features but was worse for MFCCs.
The decoding process described in Holzenberger
et al. (2018), where positional encodings are used
instead of previous outputs also resulted in infe-
rior performance. We also found that using teacher
forcing instead of the model’s previous output as
input to the decoder hurt the performance. Finally,
using two layers was crucial to get results in line
with DTW perforamnce for most self-supervised
models. The only exception is the self-supervised
model with XLSR features which resulted in un-
stable training with 2 layers. We found it to work
much better with a single layer network and slightly
larger embedding size. Generally, larger embed-
dings sizes improved performance to some extent,
but the improvements were smaller beyond the
values that we have chosen; furthermore, using
smaller sizes is more advantageous in terms of
computational efficiency. We did not perform any
hyper-parameter tuning for the target languages
since we are working within the premise of low-
resource settings where validation data may not be
available.

Table 4 shows the number of parameters for each
model. Since the decoder is only used for training
and can be discarded after that, we only show the
number of encoder parameters.

A.3 Training Details

The supervised models were trained with NLL loss,
and the training targets are sequences of phonemes
obtained using the Phonemizer package ® (Bernard
and Titeux, 2021). This choice seemed more sen-
sible at first, but we found that using sequences
of characters instead of phonemes worked equally
well.

The model was implemented using PyTorch and
trained on NVIDIA K80 GPU as provided in AWS
p2.xlarge instances. For optimization, we found

®https://github.com/bootphon/phonemizer



Model ‘ input ‘ hidden | no.of parameters
Self-Supervised

MFCC 39 100 354,400
Wav2Vec | 768 100 937,600
MCPC 256 100 528,000
XLSR-53 | 1024 | 250 1,411,200
Supervised

MFCC 39 100 354,400
Wav2Vec | 768 100 937,600
MCPC 256 100 528,000
XLSR-53 | 1024 100 1,142,400

Table 4: Input size, hidden layer size, and total number
of encoder parameters for each model.

that adam optimizer worked for all features except
MEFECC:s, for which SGD with cyclical or step learn-
ing rate schedule was more stable.

Table 3 shows the number of words in each
dataset. The word alignments were obtained
via force alignment using The Montreal Forced
Aligner’ (McAuliffe et al., 2017) for English, Ger-
man, French, and Spanish. The Montreal aligner
uses an ASR engine, and since these datasets are
relatively clean, the alignments are generally accu-
rate. For Arabic, the best option was the aeneas
toolkit®, which relies on a TTS engine to align the
synthesized words with the actual audio segments.
We used Amazon Polly TTS for higher quality, but
overall the alignments were not as accurate as the
other datasets, which we believe is due to the low
quality of the recordings, presence of noise, and
high variability in accents. The low clustering accu-
racy could be partially attributed to the inaccurate
labeling of the segments as a result of this. For
ABX evaluation on the Arabic set, we manually
filtered the segments that had somewhat accurate
boundaries; the chosen pairs still contained high
level of noise conditions, such as background mu-
sic and interfering speech.

"https://github.com/Montreal CorpusTools/Montreal-
Forced-Aligner
8www.readbeyond.it/acneas



