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Abstract

Narrative Why-Question Answering is an im-
portant task to assess the causal reasoning abil-
ity of models in narrative settings. Further
progress in this domain requires clear identi-
fication of challenges that question answering
models need to address. Since Narrative Why-
Question Answering combines the characteris-
tics of both narrative understanding and why-
question answering, we review the challenges
related to these two domains. In the context of
why-questions, we review the characteristics of
causal relations and the sources of ambiguity in
why-questions. In relation to narratives, we dis-
cuss the challenges posed by the implicitness
and the length of the narrative texts. Further-
more, we identify suitable datasets for Narra-
tive Why-Question Answering and outline both
data-specific and task-specific challenges that
can be utilized to test the performance of mod-
els. Additionally, we discuss some issues that
can pose problems in benchmarking Narrative
Why-Question Answering systems.

1 Introduction

Narrative Why-Question Answering is the task of
answering why-questions in narrative settings. This
task combines the challenging properties of both
why-question answering and narrative understand-
ing. As such, Narrative Why-Question Answering
makes a suitable task for evaluating complex com-
prehension abilities of language models.

Why-question is one of the most challenging
non-factoid question types (Bolotova et al., 2022)
because it requires discovering explicitly or im-
plicitly stated causal relations from text. As such,
why-questions can be used to test the causal rea-
soning abilities of QA systems. On the other hand,
narratives can be considered a desirable testbed for
machine reading comprehension (MRC) tasks be-
cause narratives play a central role in the life of hu-
man beings, they have implicit nature and complex

structure, and fictional narratives are self-contained
(Dunietz et al., 2020).

Although humans can easily identify causal re-
lations in narratives and make inferences by using
their background knowledge and by paying close
attention to the timeline, cause, and motivation of
the events/entities, current QA systems have diffi-
culties extracting correct relations and making such
complex inferences in narratives (Lal et al., 2021,
2022). In order to make further progress in the
Narrative Why-Question Answering, one should
be knowledgeable about challenges that exist in
this domain and in its datasets. These challenges
can stem from both the properties of the narrative
understanding and the specifics of why-question
answering. Some previous works (Lal et al., 2021,
2022) have mentioned commonsense-related chal-
lenges. However, we are not aware of any previous
work that has attempted to give a comprehensive
list of challenges related to this topic.

In this paper, our goal is to give a wider overview
of the potential challenges in Narrative Why-
Question Answering that can help to inform the re-
searchers working in this domain. Furthermore, in
terms of datasets, the TellMeWhy dataset (Lal et al.,
2021) is the only dataset that solely focuses on Nar-
rative Why-Question Answering. In this paper,
we also address why-questions in multiple-choice,
free-form, and extractive narrative QA datasets in
order to more fully identify the scope of challenges
in this domain. We believe that considering other
Narrative Why-Question Answering datasets can
also help further development in this domain.

We start by reviewing the concepts and chal-
lenges of why-questions and narratives in sections
2 and 3. In section 4, we identify the datasets rel-
evant to Narrative Why-Question Answering, and
provide an overview of the commonly used evalua-
tion measures. Finally, in section 5, we analyze the
dataset- and task-specific challenges according to
the concepts mentioned in previous sections.
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2 Why-Questions

A why-question is typically asked about a causal
relation in the text. Causal questions can be con-
structed in several ways and they are not limited to
why-questions only. Causal questions can be also
asked with what (e.g., what is the cause of), which
(e.g., which are the consequences of), and how (e.g.,
how dangerous is) (Girju, 2003). However, why-
question is the only question type that solely repre-
sents causality and can be used to test causal reason-
ing (Grivaz, 2010; Dunietz et al., 2017; Tan et al.,
2022). Furthermore, answering why-questions re-
quires more complex reasoning than answering
other types of causal questions because it is more
difficult for QA-systems to decide directly from a
why-question which type of information needs to
be searched for in the text (Girju, 2003). In the
following subsections, we start by elaborating on
the notion of causality, including how causal rela-
tions are expressed in the texts, and then review
what ambiguities why-questions hold in relation to
causality.

2.1 Causality

Causality is a semantic relationship between
events showing that an event occurs or holds due
to another event (Mostafazadeh et al., 2016b).
Mostafazadeh et al. (2016b) distinguish four types
of lexical causality relations: cause, enable, pre-
vent, and cause-to-end based on the works by
Wolff and Song (2003), Wolff (2007), and Khem-
lani et al. (2014). Moreover, causality has
temporal implications such that if an event A
causes/enables/prevents an event B, then A should
start before B, or if an event A causes an event
B to end, then B should start before A. Causality
relations can hold one of the three temporal implica-
tions: before, overlaps, and during (Mostafazadeh
et al., 2016b). Thus, while answering a why-
question, the temporal relation between the events
should also be taken into account in addition to the
causality relation.

A causal relation is constructed from two com-
ponents: cause and effect. Based on how the cause
and the effect are conveyed in a text, causation
can be distinguished into the following categories:
explicit vs implicit, marked vs unmarked, and am-
biguous vs unambiguous.

Explicit vs Implicit. Causation is explicit if
both the cause and the effect are present in the text.
Causation is implicit if either the cause or the effect

of both are missing from the text (Blanco et al.,
2008). For instance, “She was accepted to a top
university after receiving a high score in the state
examination” is explicit, while “I did not attend
the mandatory final exam.” is implicit because the
effect of “failing the course” is not explicitly stated.

Marked vs Unmarked. Causation is marked if
the text contains the causal signal words that indi-
cate the causal relation (Blanco et al., 2008). For
example, “I was late because of traffic” is marked,
but “Do not buy any bread. We have already got
two at home” is unmarked.

Ambiguous vs Unambiguous. If the causal re-
lation is presented in the text with causal keywords
(e.g., cause, effect, consequence) or with causal
signals (e.g., because of, due to, as a result of ), it
is considered unambiguous (Girju, 2003). On the
other hand, if a causal relation is constructed in
the form of an expression containing affect verbs
(e.g., affect, change, influence) or link verbs (e.g.,
link, lead, depend), it is considered ambiguous.
Furthermore, if a marked signal always refers to
causation (e.g., because), it is unambiguous, while
if a marked word occasionally signals causation
(e.g., since), it is ambiguous (Blanco et al., 2008).

2.2 Why-Questions: Ambiguity

Why-questions are constructed based on explicit
and implicit causal relations in the text. Such ques-
tions seek a reason/cause as an answer. However,
it is not always clear which reason/cause can be an
answer to a question. There are two types of ambi-
guity: question ambiguity and answer ambiguity.

2.2.1 Question ambiguity
Question ambiguity can occur because of the struc-
tural ambiguity in the syntax of the question (Ver-
berne et al., 2006). Due to question ambiguity, it
might be not clear what action the why-question
refers to. For example, “Why did he say that he
will not come to the party?” can be interpreted as
“Why did he say it?” or “Why will he not come
to the party?”. Both “He was asked what he will
wear to the party.” and “He has other plans for that
time.” can be correct answers based on different
interpretations of the question.

2.2.2 Answer ambiguity
Answer ambiguity occurs because most questions
can have multiple answers belonging to different
answer types and because often the desired type
is not expressed in the question. Several partially
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overlapping taxonomies of reasons, which is the
cause component of a causal relation, have been
proposed (Verberne et al., 2006; Dunietz et al.,
2017; Tan et al., 2022). Verberne et al. (2006)
distinguish four types of reasons based on Quirk
et al. (1985):

• Cause - a temporal and causal relation without
the involvement of the human intention: an
event mechanistically leads to another event;

• Motivation - a temporal and causal relation
with an involvement of the human intention: a
goal or a motivation of an agent leads to their
action;

• Circumstance - a temporal and causal rela-
tion based on conditionality: one event is a
condition for another event to occur;

• Generic purpose - a causal relation stemming
from physical functions of the objects.

Similarly, Dunietz et al. (2017) defines three
types of causalities while annotating causal rela-
tions: (1) Consequence: similar to the Cause type
above, (2) Motivation and (3) Purpose: similar to
the Motivation type above. Tan et al. (2022) de-
fines four senses for causality based on Webber
et al. (2019) for annotating causal relations: (1)
Cause: similar to the Cause type above (2) Pur-
pose: similar to the Motivation type above, (3)
Condition and (4) Negative-Condition, which can
fit into the Circumstance type above. Although
the types of reasons introduced by Verberne et al.
(2006) are broader than the taxonomies of Dunietz
et al. (2017) and Tan et al. (2022), this list is not
complete, as Verberne et al. (2006) demonstrated
that not all why-questions can be classified into
these categories.

Context: "He opened the box to take a
slice of pizza."
Question: "Why did he open the box?"
Answers:
(1) The pizza was in the box.
(2) The box was closed.
(3) He was hungry.
(4) He wanted to eat pizza.
(5) He wanted to take a slice of pizza.

Table 1: An example of answer ambiguity. Answers (1)
and (2) refer to causal reasons, answers (3), (4) and (5)
refer to motivational reasons.

Valid answers to a why-question about an event
or a state can include at least one of the cause, mo-
tivation, circumstance, or generic purpose of an
event or state according to the above taxonomy.
Since a why-question can often be answered with
answers falling into several type categories, the ne-
cessity to choose the correct answer type creates
ambiguity since the desired type is typically not ex-
plicitly stated in the question. Furthermore, a why-
question can be answered with several causes in the
causal chain (Verberne et al., 2006), and in that case
all these answers can be considered as correct. For
instance, consider the example shown in Table 1.
For this example question, several potential causes
can be the basis for the answer. Consequently, this
why-question can be answered according to both
mechanistically causal (answers 1, 2) and motiva-
tional (answers 3, 4, 5) reasons.

3 Narratives

Narratives are texts in which events are causally
or thematically linked and develop within a tem-
poral framework (Brewer, 2017). Narratives are
generally agent-oriented and their main scope is
centered on characters, their actions, and motiva-
tions (Sang et al., 2022). In narrative QA, sto-
ries, fairytales, books, and (movie) scripts are com-
monly utilized as narrative texts. Characteristics
of narrative texts, such as causality of events and
motivations of agents, make narratives a suitable
context for asking why-questions. Additionally,
fictional narratives can ensure the test of compre-
hension because they are self-contained, meaning
that all elements needed to understand the narrative,
such as events, characters, and settings, are present
in the text and QA models need to comprehend
the narrative in order to answer questions (Dunietz
et al., 2020; Richardson et al., 2013; Kočiský et al.,
2018). Implicitness is a key feature of narratives
that makes it different from other types of texts.
Length is another characteristic dimension of narra-
tives which is also very important for QA systems.
In the following subsections, we will review these
characteristics in more detail.

3.1 Implicitness: “Reading between the lines”

People often think and communicate with each
other in the form of a narrative (story) (Dunietz
et al., 2020). They assume that other people with
whom they interact share a common ground with
them, so they do not have to mention or specify
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commonly known knowledge (Ostermann et al.,
2018a). Similar to the implicitness characteristic
of the natural narrative-style communication, narra-
tive texts tend to exclude common knowledge, such
as commonsense and script (typical sequences of
events to accomplish common tasks) knowledge,
and assume that the reader has the background
knowledge required to infer relevant implicit infor-
mation (Schank and Abelson, 1975). For instance,
not all causes of events and reasons for actions of
agents are explicitly stated in narratives. Thus, the
ability to “read between the lines” is necessary for
properly understanding narratives (Norvig, 1987).

3.2 Short vs long narratives

Narratives can be short or long based on the scope
of the text stream and the number of events it con-
tains.

Short narratives cover a small number of events
and briefly narrate the actions of fewer agents. The
local structure of a longer narrative such as an indi-
vidual scene can be also considered and used as a
short narrative. In short narratives, the reader can
make inferences by linking local narrative elements
and creating a local narrative representation (Sang
et al., 2022; Kintsch, 1988).

Long narratives, on the other hand, have large
textual content, cover many events, and focus on
the actions and interactions of many agents. Long
narratives require the readers to comprehend the un-
derlying deep structure of the narrative and analyze
the high-level abstractions. Answering questions in
this setting requires understanding the global narra-
tive structure, such as the whole story (Sang et al.,
2022; Kintsch, 1988) and the integration of various
information stated in different parts of the long nar-
rative by connecting individual scenes (McNamara
and Magliano, 2009).

4 Narrative Why-Question Answering

Narrative Why-Question Answering task can be
formulated as a special case of Why-QA where
the context is a complex structured text—a narra-
tive. Currently, there exists only one QA dataset
(TellMeWhy) that solely consists of why-questions
in narrative setting. Additionally, several other
narrative QA datasets contain why-questions in
various proportions. The subsets consisting of why-
questions can be extracted from these datasets and
used for training or testing Narrative Why-Question
Answering systems. In the following subsections,

we first review these potential datasets suitable for
Narrative Why-QA, and then give an overview of
common evaluation measures used to assess the
performance of Narrative Why-Question Answer-
ing systems.

4.1 Datasets

We selected several multiple-choice, extractive, and
free-form QA datasets that utilize narrative as their
context. In order to identify why-questions in these
datasets, we first extracted all questions including
the word why. We then manually removed any non-
why questions (e.g, “what did the king’s son do
after he wondered why the girl was crying”) from
the questions that do not start with why. The rele-
vant statistics of all datasets are shown in Table 2.

TellMeWhy (Lal et al., 2021) dataset presents
free-form why-questions over events in short nar-
ratives. It is the only existing dataset created with
the Narrative Why-Question Answering task in
mind. The questions were created using template-
based transformations and the answers to questions
were crowdsourced. Narratives were collected
from ROCStories (Mostafazadeh et al., 2016a) and
CATERS (Mostafazadeh et al., 2016b). The dataset
has a total of 30,519 why-questions with three
golden free-form answers for each question. Ac-
cording to data annotators, 28.82% of questions in
the dataset cannot be answered explicitly based on
the narrative (context).

MCTest (Richardson et al., 2013) is a multiple-
choice MRC dataset based on fictional stories. The
dataset is created via crowdsourcing and it is de-
signed for the level of understanding of 7-year-old
children. The fictional and basic comprehension
nature of the dataset decreases the need for addi-
tional world knowledge and makes it possible to
find the answer only based on the text.

MCScript (Ostermann et al., 2018a) is a
multiple-choice MRC dataset based on stories
about daily activities. It is created to evaluate ma-
chine comprehension using commonsense (script)
knowledge (Ostermann et al., 2018b). Stories are
collected by crowdsourcing new texts based on
selected scenarios. Questions are crowdsourced
based on scenarios independent of narratives and
then matched with narratives randomly. Similar to
MCTest, texts and questions are created according
to the understanding level of a child. In general,
27.4% of questions require commonsense (script)
knowledge to correctly infer the answer.
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Dataset # of Why % of Why Answer Context % of Implicit
TellMeWhy 30519 100 free-form short 28.82
MCTest 329 12.5 multiple-choice short -
MCScript 1623 11.6 multiple-choice short 27.4
MCScript2.0 136 0.6 multiple-choice short 50
CosmosQA 12439 35 multiple-choice short 93.8
NarrativeQA 4179 9 free-form long/summaries 42
FairytaleQA 2864 27 span/free-form short 25.5

Table 2: Statistics of the narrative why-QA datasets. # of Why shows the number of why-questions in the datasets.
% of Why refers to the proportion of why-questions in the datasets. The percentage of implicit questions is taken
from the respective dataset papers, except for the NarrativeQA for which this number is due to the analysis done by
Bauer et al. (2018)

MCScript2.0 (Ostermann et al., 2019) is another
multiple-choice MRC dataset focused on script
knowledge. The stories were collected by reusing
narratives from the MCScript, and crowdsourcing
texts based on new scenarios. Questions were col-
lected based on target sentences of stories rather
than scenarios or complete stories. Similar to MC-
Script and MCTest, the texts and questions are cre-
ated according to the understanding level of a child.
Correct and incorrect answers were crowdsourced
by showing questions and hiding the target sen-
tences in the story. In total, 50% of the questions
require commonsense knowledge to be answered.

Cosmos QA (Huang et al., 2019) is a multiple-
choice commonsense-based reading comprehen-
sion dataset. 93.8% of the questions in the dataset
require contextual commonsense reasoning. Con-
text paragraphs were collected from the spinn3r
blog story corpus Burton et al. (2009) and a dataset
by Gordon and Swanson (2009). Both questions
and answers were crowdsourced. Questions are
based on the causes and effects of events, facts
about entities, and counterfactuals.

NarrativeQA (Kočiský et al., 2018) is a narra-
tive reading comprehension dataset based on books
and movies. Books from the Project Gutenberg
and movie scripts from the web are used as sto-
ries. Moreover, summaries for long narratives are
obtained from Wikipedia. Questions and answers
are crowdsourced based on summaries only. Since
both original long stories and summaries exist for
each question, this dataset can be used for two tasks:
narrative QA based on long narratives (books and
movie scripts) and short narratives (summaries).
Manual analysis on the validation set by Bauer
et al. (2018) showed that 42% of the questions
need commonsense knowledge for inference.

FairytaleQA (Xu et al., 2022) is a narrative com-

prehension dataset designed for both question an-
swering and question generation tasks. The narra-
tives were collected from the Project Gutenberg by
considering the reading difficulty up to the 10th-
grade level. Small sections were extracted from
fairytales as context paragraphs. Following the
narrative comprehension frameworks by Paris and
Paris (2003) and Alonzo et al. (2009), trained an-
notators created questions and answers for the con-
texts. The most common questions are about char-
acters’ behavior and causal relationships. 25.5% of
the questions are implicit (free-form) and 74.5% of
the questions are explicit (span-based).

The amount of why-questions in the reviewed
datasets is reported in Table 2. Among the
multiple-choice QA datasets, CosmosQA has a
higher number of why-questions compared to oth-
ers. Among the free-form QA datasets, TellMe-
Why dataset contains approximately 4.5 times more
why-questions than the other two free-form QA
datasets combined. Considering the proportion of
why-questions in these datasets (also shown in Ta-
ble 2), why-questions are well-represented in the
CosmosQA and FairytaleQA datasets where they
make up a sizeable part of the whole dataset, while
in the MCTest, MCScript, MCScript2.0, and Narra-
tiveQA datasets, why-questions cover only a small
portion of the whole dataset.

4.2 Evaluation measures

For multiple-choice QA datasets, accuracy is a com-
monly used metric to measure the performance
of a model. For free-form QA datasets, both au-
tomatic and human evaluation measures are uti-
lized to evaluate the capabilities of the QA model.
Most commonly, ROUGE-L (Lin, 2004), Meteor
(Denkowski and Lavie, 2011), BLEU (Papineni
et al., 2002), BLEURT (Sellam et al., 2020) and
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BertScore (Zhang et al., 2020) have been used to
automatically evaluate the performance of the free-
form QA models in narrative setting. Overall, F1
score of the ROUGE-L is the most commonly re-
ported automatic evaluation measure.

In terms of human evaluation, Lal et al. (2021)
proposed to assess the grammaticality and validity
of the answers based on a 5-point Likert scale. The
scale of the grammaticality ranges from strongly
ungrammatical (1) to strongly grammatical (5),
where a strongly grammatical answer must follow
all the rules of the English grammar and a neu-
tral score (3) is indicated when the meaning of the
answer can be still inferred despite clear grammati-
cal mistakes. The validity scale assesses whether
the answer is valid and makes sense in the given
context.

5 Challenges

In this section, we list challenges based on our anal-
ysis of the datasets and the characteristics of the
Narrative Why-Question Answering. This section
is divided into three parts. In the first part, we fo-
cus on the commonly addressed challenges in the
Narrative Why-Question Answering. The existing
datasets are created generally to test the abilities
of models on these challenges. In the second part,
we review some potential challenges that are not
marked in existing datasets and that the current
models thus cannot be tested on. Lastly, we review
challenges that stem from both the datasets and the
characteristics of the Narrative Why-Question An-
swering that can create problems on benchmarking
models on this task.

5.1 Commonly focused challenges

In this subsection, we review the challenges that
the creators of existing datasets have focused on,
related to the implicit vs explicit questions and the
length of the narrative.

5.1.1 Explicit vs implicit questions
Questions in the majority of datasets ask about
both explicit and implicit causal relations stated in
the narratives. The distinction between explicit vs
implicit questions is based on the notions stated in
sections 2.1 and 3.1:

• Explicit questions ask about clearly stated
causal relations in the narratives. The answer
can be found in the narrative, often as a span
of the text. Answering explicit why-questions

requires the model to identify affect, link, and
causative verbs (e.g., change, lead, cause) or
causal signals (e.g., because of, as a result of,
due to, so) in the narratives (Mirza and Tonelli,
2014).

• Implicit questions ask about not explicitly
stated causal relations in the narratives. An-
swering these questions requires filling in the
gaps with additional background knowledge,
such as commonsense or script knowledge
(Norvig, 1987; Lal et al., 2021).

In Table 2, we can see that most reviewed
datasets contain more explicit questions than im-
plicit ones. The CosmosQA dataset is an exception
here, as it was designed as a commonsense reason-
ing dataset with a focus on narratives, in which
answers cannot be found using the text spans of
the context only, and commonsense knowledge is
required to answer most questions.

Generally, the inclusion of additional knowledge
improves the performance of the QA models to an-
swer implicit questions (Lal et al., 2022). However,
in simple stories, such as in MCScript, the system
can learn some amount of background knowledge
also from the stories and the effect of using ad-
ditional commonsense knowledge is small (Oster-
mann et al., 2018b).

5.1.2 Short vs Long narratives
All reviewed datasets have short narratives as their
context. The NarrativeQA short texts have a more
complex narrative structure than other datasets,
since the short context versions of the NarrativeQA
are summaries of the larger narratives, and not sin-
gle scenes from the long narratives. In short narra-
tives, if there is a common lexical pattern between
the question and a part of the narrative, or a large
lexical overlap between the answer and the narra-
tive, sophisticated models can treat free-form QA
as an extractive task. For example, models trained
on the TellMeWhy dataset generally try to find
the answer span in the text and copy a part of the
narrative as an answer (Lal et al., 2021).

The NarrativeQA dataset is the only dataset that
has long narratives as its context. Linking narrative
elements to answer questions in large narratives
is harder than in short narratives (see section 3.2).
Typically, in order to reason about long narratives,
the parts relevant to reasoning are retrieved first
(Kočiský et al., 2018; Tay et al., 2019; Frermann,
2019; Mou et al., 2020, 2021). The retrieval is
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difficult even with the state-of-the-art models due
to the characteristics of narratives and the necessity
of high-level narrative comprehension (Mou et al.,
2021).

5.2 Less focused challenges

In this subsection, we list some of the challenges
that can be potentially relevant for why-question
answering but that the current datasets do not con-
centrate on. In particular, we review different for-
mats the why-questions can have, and discuss the
unmarked and ambiguous causal relations.

5.2.1 Why-question formats
In why-questions, why can appear in different parts
of the question and questions can be formulated in
different ways. Based on the manual analysis of
the questions in the datasets listed, we observed the
following variations of why-questions.

• Simple why-question: the question starts with
why. Most why-questions in the reviewed
datasets follow this format.

• Long why-question: the why-question is for-
mulated in a long format such as “What
(is/was/may be) (the/a possible/a real) reason
why ...” or “(Could/Can) you tell me why ...”.

• Specific why-question: the question first limits
the situation to a certain time/place/person
and then formulates the why-question. For
instance, “At the end of the story, surrounded
by cameras and police, why does Norma think
she is on set?” or “According to Bonnie, why
is Blanche a constant danger to the gang’s
well-being?”.

• Statement+why question: this is a differently
formulated type of specific why-question that
starts with a statement, which is followed by
the one-word question “why?”. For example,
“When Gandhi was 23, he was thrown off a
train in South Africa. Why?”

• Question chain: several questions including
at least one why-question formulated in one
sentence, e.g., “What is Gruul and why are
they raiding?”.

Most reviewed datasets contain simple why-
questions, other variations of why-questions make
up a very small portion of the datasets if any. For

example, the TellMeWhy dataset contains only sim-
ple why-questions since the questions were con-
structed using question templates where why is
always the first word of the question. It would be
useful to have a fair portion of other why-question
formats in the datasets as well in order to test
how well the models can handle these other for-
mat types. One easy way to accomplish this would
be to use templates to transform current simple
why-questions into other formats.

5.2.2 Unmarked and ambiguous causality
As discussed in section 2.1, based on causality con-
struction, causation can be categorized to marked
vs unmarked and ambiguous vs unambiguous in ad-
dition to explicit vs implicit. The reviewed datasets
only focus on explicit vs implicit causation nuance
(see section 5.1.1) and further categorization is not
annotated in these datasets. Thus, it is currently
difficult to identify how the models’ performance
would differ in answering questions asked about
marked vs unmarked or ambiguous vs unambigu-
ous causal relations.

5.3 Challenges for benchmarking
In this subsection, we review some challenges that
can occur during assessing the performance of mod-
els on the datasets. First, we look into what we call
the general question problem and list its potential
causes. Then, we discuss how the general question
problem and the ambiguity of the why-questions
can affect the evaluation of models on the Narrative
Why-Question Answering task.

5.3.1 General question problem
Tasks designed on narrative QA datasets require
systems to answer questions based on narrative
(context). Questions, for which a context/narrative
is available, should be correctly answerable only
based on this context/narrative. If the question can
be answered without the narrative, it does not meet
the requirements of reading comprehension, espe-
cially in narrative QA. We distinguish between the
context-specific and general questions as follows:

• Context-specific questions are questions that
can be answered correctly only by using the
information given in the context.

• General questions are questions that can be
answered without the context.

Although we expect all why-questions in nar-
rative settings to be context-specific, datasets still
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contain questions that can be answered both with
and without the consideration of the context. This
can happen due to the issues in data collection pro-
cess and due to the characteristics of the causal
questions.

If the questions are created without consider-
ing the context details, questions can end up being
general. This is the case of the MCScript dataset,
where questions were asked based on the general
scenario description and not on the specific narra-
tive. Thus, some questions that were created are
answerable irrespective of the narrative (Ostermann
et al., 2019).

When questions have several golden answers
(i.e., in free-form QA datasets), a question is con-
sidered context-specific if all golden answers can
be correctly inferred only by using the information
given in the context. In some question-answer pairs,
the question can be general because some of the
answers do not contain context-specific informa-
tion. For instance, in the example shown in Table 1,
while answers (1), (3), (4), and (5) are specifically
related to context, the answer (2) can be correct in
any context such as “She opened the box to take
out her shoes”. A QA model can treat this example
question both as context-specific or general, and
any of the given five answers can be considered
correct. So, in order avoid a question being gen-
eral, context-specific information can be added to
answers that make the question context-specific.
In the example of Table 1, “The box was closed.”
can be converted to “The pizza box was closed.”
which contains the context-specific word “pizza”;
this step makes the question context-specific for all
the answers in the given set.

5.3.2 Evaluation
Evaluation of multiple-choice QA datasets. Eval-
uating answers of why-questions in multiple-choice
datasets is a straightforward process. The presence
of only one correct answer in multiple-choice ques-
tions helps to correctly assess the performance of
the model without having to consider the potential
answer ambiguity of why-questions. However, if
question ambiguity is not addressed in the dataset,
some of the questions can have more than one cor-
rect answer. Moreover, general why-questions can
affect the accuracy of the overall assessment since
these questions remove the necessity of the narra-
tive understanding component of the task. There-
fore, general questions should be identified and
removed from the datasets in order to correctly

assess the models’ comprehension ability.
Evaluation of free-form QA datasets. General

questions can affect the correct evaluation on free-
form QA datasets as well. Thus, in order to increase
the accuracy of the overall evaluation process, gen-
eral questions should be identified and transformed
to context-specific by adding contextual informa-
tion to those answers that make the question gen-
eral. Moreover, ambiguity in why-questions can
cause additional problems with both automatic and
human evaluations. Due to the question and answer
ambiguities, why-questions can have more valid
answers than the collected golden answers in the
datasets, and collecting all valid answers to these
questions is not feasible and is probably impossible.
Consequently, automatic metrics can only evalu-
ate the output of models against the set of golden
answers, which is likely only a small subset of all
valid answers, and thus these metrics cannot fully
measure the capacity of the models.

Human evaluation is considered the gold stan-
dard in all text generation tasks, including free-
form QA (Celikyilmaz et al., 2020). However,
performing human evaluation is a costly and slow
process (Lal et al., 2021), and the reliability of hu-
man judgments is questionable (Gatt and Krahmer,
2018), especially in why-question answering that
possesses many ambiguities. For example, human
evaluators can prefer one interpretation of the ques-
tion over another in terms of question ambiguity
(section 2.2.1) or consider some causes (e.g., moti-
vational) in the causal chain more reasonable than
other causes (e.g., mechanistically causal) in case
of answer ambiguity (section 2.2.2). Thus, further
instructions are needed in the evaluation process to
resolve ambiguities in the why-questions.

6 Conclusion

In this paper, we reviewed challenges and datasets
related to Narrative Why-Question Answering. The
challenges that occur in this domain can stem from
both the properties of narrative understanding and
the specifics of why-question answering. The main
challenges regarding narrative understanding are
the exclusion of common knowledge, the neces-
sity of understanding the local and global narrative
structure, and high-level abstraction. The primary
challenges of why-question answering are related
to identifying causal relations, and ambiguities in
questions and answers.

In order to understand data-specific challenges
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and the implications of task-specific challenges in
datasets, we reviewed seven datasets that can be
suitable for this task. We listed challenges that
models are tested on in these datasets. The implic-
itness of questions and the length of narratives are
more tested challenges in the datasets. We outlined
different why-question formats and questions about
unmarked and ambiguous causal relations as other
potential challenges that models can be tested on.

Finally, we argued that general questions, and
answer and question ambiguities in why-questions
can create challenges for benchmarking. We pro-
pose that removing general questions and resolving
ambiguities in why-questions can lead to more ac-
curate evaluation of systems. We hope that the
review of this potential challenges and the anal-
ysis of the datasets listed in this paper will help
to further the progress in Narrative Why-Question
Answering.

Limitations

In the paper, we focus on free-form/span-based and
multiple-choice question answering datasets and
do not consider other types of QA datasets, such as
the cloze test. We also do not focus on datasets that
have a mix of narrative and expository contexts.
Also, although we took the effort to carefully list
the challenges relevant to Narrative Why-Question
Answering, it is possible that we missed something;
thus, the list of challenges presented in this paper
should not be considered complete.
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