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Abstract

Films are a rich source of data for natural lan-
guage processing. OpenSubtitles (Lison and
Tiedemann, 2016) is a popular movie script
dataset, used for training models for tasks such
as machine translation and dialogue genera-
tion. However, movies often contain biases
that reflect society at the time, and these biases
may be introduced during pre-training and in-
fluence downstream models. We perform sen-
timent analysis on template infilling (Kurita
etal., 2019) and the Sentence Embedding Asso-
ciation Test (May et al., 2019) to measure how
BERT-based language models change after con-
tinued pre-training on OpenSubtitles. We con-
sider gender bias as a primary motivating case
for this analysis, while also measuring other
social biases such as disability. We show that
sentiment analysis on template infilling is not
an effective measure of bias due to the rarity of
disability and gender identifying tokens in the
movie dialogue. We extend our analysis to a
longitudinal study of bias in film dialogue over
the last 110 years and find that continued pre-
training on OpenSubtitles encodes additional
bias into BERT. We show that BERT learns as-
sociations that reflect the biases and representa-
tion of each film era, suggesting that additional
care must be taken when using historical data.

1 Introduction

Movies are often seen as a commentary on or reflec-
tion of society. They can reveal key themes within
a culture, showcase the viewpoints of various social
classes, or even reflect the writer’s internal mindset.
Additionally, movies have widespread influence on
audience perceptions based on the messages they
contain.

Movie scripts are popular data sources for train-
ing models for natural language tasks, such as senti-
ment analysis (Frangidis et al., 2020) and dialogue
systems (Serban et al., 2015), because they are
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written to mimic natural human dialogue, easy to
collect, and much more cost effective than tran-
scribing human conversations.

However, despite this popularity, there has been
concern regarding the biases that movies contain
(Schofield and Mehr, 2016) and the potential down-
stream effects of training on biased datasets (Ku-
mar et al., 2020). More specifically, gender bias in
movies is a long-studied issue. A popular bench-
mark for gender representation is the Bechdel test!.
A movie passes the Bechdel test if it contains two
female characters who speak to each other about
something other than a man.

In the last decade, the Bechdel test has come
under criticism. O’Meara (2016) argues that the
Bechdel Test is a poor metric in three ways: it
excuses “low, one-dimensional standards” for rep-
resentation, it fails to consider intersectionality of
oppression, and it treats all conversation about men
as unempowering.

As a more intersectional and nuanced method
of measuring bias and stereotyping in movie script
datasets, we propose fine-tuning a language model
on movie scripts in order to examine bias that
the model inherits from movies and its impact on
downstream tasks. Particularly, a model trained on
movie scripts may inherit biases or offensive lan-
guage from the source material, which can lead to
differing treatment of social groups in applications
of the model. In a longitudinal analysis of bias
over time, we evaluate how models that are fine-
tuned on separate decades of movie scripts reflect
societal biases and and historical events at the time.
The form of fine-tuning we use is a continuation of
the pre-training objectives on the new dataset. The
contributions of this paper are:

* an analysis of additional bias introduced into
BERT by continued pre-training on movie
scripts, where we find that gender bias in the
model is increased when film data is added.

"https://bechdeltest.com/
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* a historically grounded analysis of social bi-
ases learned from film scripts by decade, con-
sidering gender, racial, and ideological biases.

2 Bias statement

In our analysis we use a language modeling ap-
proach to uncover and examine bias in a movie
script corpus. Our main focus is gender bias, but
we will also explore intersectional bias between
gender and disability. We define bias as implicit
bias that may result in a difference in treatment
across two groups, regardless of whether that dif-
ference causes harm. This definition of implicit
bias follows from the premise of the Implicit Bias
Association test (Greenwald et al., 2009), which
demonstrated that implicit biases impact behav-
ior. Our analysis also considers both explicit and
implicit gender biases that have the capability for
harm. In this paper we assume biases in movies are
intentional, but it is possible the author may have
been using these stereotypes as a method of raising
awareness of an issue or as satire. It is important
to note that models trained on these movie scripts
will likely not be able to pick up on the intent of the
author, but rather will learn and amplify the biases
(Hall et al., 2022).

This analysis includes a comparison between the
treatment of men and woman in film scripts, which
implicitly upholds a gender binary. We fine-tune
BERT on full movie scripts without partitioning
by gender, but we examine gender bias by compar-
ing the associations the model has learned about
men and women during the analysis. By discarding
data about people who are nonbinary, we make this
analysis tractable, but we also lose the ability to
draw meaningful conclusions about this underrep-
resented group. We choose to reduce harm by not
assuming the genders of characters; rather, we con-
sider the associations the model has learned about
gender from the speech of all characters. Thus, our
analysis is more likely to represent biases in how
characters discuss men and women who are not
present, rather than how characters treat men and
women in direct conversation.

3 Related Work

A significant amount of research has examined and
quantified gender bias in movie scripts and nar-
ratives. Past work has focused on bias in film
dialogue, using classification models to predict
whether speakers are both female, both male, or

of different genders. Schofield and Mehr (2016)
concluded that simpler lexical features are more
useful than sentiment or structure when predicting
gender.

Ramakrishna et al. (2015) use gender ladenness,
a normative rating representing word association
to feminine and masculine traits, to explore gender
bias. Specifically, they examine gender ladenness
with respect to the movie’s genre, showing that cer-
tain genres are more likely to be associated with
masculine/feminine traits than others. Gala et al.
(2020) add to the genre and gender association,
finding that certain sports, war, and science fiction
genres focus on male-dominated tropes and that
male-dominated tropes exhibit more topical diver-
sity than female-dominated tropes.

Huang et al. (2021) show that in generated sto-
ries, male protagonists are portrayed as more intel-
lectual while female protagonists are portrayed as
more sexual. Sap et al. (2017) look at more sub-
tle forms of gender bias as it relates to power and
agency. Their work uses an extended connotation
lexicon to expose fine-grained gender bias in films.

Ramakrishna et al. (2017) also looked at the dif-
ferences in portrayals of characters based on their
language use which includes the psycholinguistic
normative measures of emotional and psycholog-
ical constructs of the character. They found that
female writers were more likely to have balanced
genders in movie characters and that female char-
acters tended to have more positive valence in lan-
guage than male counterparts in movie scripts.

While these works focus on understanding bias
in film directly, we take a slightly differently fram-
ing, examining how the bias in a film dataset can
impact the biases of a language model.

Loureiro et al. (2022) examine concept drift and
generalization on language models trained on Twit-
ter data over time. Our work on longitudinal effects
of film data is distinct in timescale (reflecting the
much slower release rate of films relative to tweets)
and in motivation; (Loureiro et al., 2022) consider
the effects of the data’s time period on model per-
formance, while we examine the effects of the time
period on model biases.

4 Methods

We examine how a BERT-based language model
(Devlin et al., 2019) may inherit bias from film
data. Specifically, we use the OpenSubtitles cor-
pus (Lison and Tiedemann, 2016), a collection
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of movie subtitles from approximately 400,000
movies. While the corpus does not provide sum-
mary statistics, upon inspection it appears the vast
majority of these movies are American-produced
films. These subtitles do not contain speaker gen-
der, and often do not provide speaker names. Thus,
any bias exhibited in the model is likely from the
way the characters speak about people from differ-
ent groups— e.g. indirect, not direct, sexism.

We use the OpenSubtitles corpus to gather sen-
tences within each movie script and randomly mask
words to fine-tune BERT on the movie corpora. Fol-
lowing previous work by von Boguszewski et al.
(2021) that focused on toxic language detection
in BERT fine-tuned on movie corpora, we consid-
ered bias in the original English pre-trained BERT
as a baseline and BERT fine-tuned on movie cor-
pora (which we call FImBERT) as a secondary
model. We used two approaches to quantify bias
in the models, which we describe in the following
sections. We then employ a longitudinal analysis
of BERT by fine-tuning on decades from 1910 to
2010 in order to quantify what societal trends and
biases the model may absorb.

4.1 Measuring Intersectional Bias through
Sentiment Analysis

We adopt the method used by Hassan et al. (2021)
to measure how the presence of gender or disability
identity tokens affects the sentiment of the pre-
dicted token in a template infilling task. We create
templates in the form “The [GENDER] [DISABIL-
ITY] person [VERB] [MASK],” where [GENDER]
and [DISABILITY] were filled with tokens related
to gender and disability. The gender list was chosen
for gender inclusiveness (Bamberger and Farrow,
2021) and the disability tokens were based on prior
work by Hutchinson et al. (2020). The templates
can be separated in 4 classes, “None”” which have
no identifying tokens and will serve as our control,
“Disability” which contains a token from the disabil-
ity list, “Gender” which contains a word from the
gender list and "Disability+Gender" which contains
one disability token and one gender token. To filter
out sub-embeddings and punctuation, predicted to-
kens that contained non-alphabetic characters were
removed. The predicted tokens were then put into
a template in the form “The person [VERB] [PRE-
DICTED TOKEN].”. This allows us to measure
the sentiment of the predicted token without con-
sidering the sentiment of the [GENDER] or [DIS-

ABILITY] token. The sentence-level sentiment
scores were obtained from Textblob polarity 2. We
extend the work of Hassan et al. (2021) by running
a pairwise t-test between sentiment scores for the
classes produced by BERT and FilmBERT.

4.2 Sentence Embedding Association Test

The Word Embedding Association Test (Islam
et al., 2016) is a popular tool for detecting bias
in non-contextualized word embeddings. It was
adapted for sentence-level embeddings by May
et al. (2019) to produce the Sentence Embedding
Association Test, which can be applied to contextu-
alized embeddings. This test measures the cosine
similarity between embeddings of sentences that
capture attributes (such as gender) and target con-
cepts (such as likeability). May et al. caution that
this test may underrepresent bias in embeddings;
however, when applied with care, it can provide
strong evidence of biased associations over social
attributes and roles.

We use the original sentence embedding tests
developed by May et al. (2019), which examine a
variety of biases. There are 6 tests that measure
gender associations. The tests measure whether fe-
male names or female terms (e.g. “woman,” “she”)
are more strongly associated with words for fam-
ily life over careers, arts over math, or arts over
science, relative to male equivalents. Other tests
measure the professional “double bind,” where
women in professional settings who are more com-
petent are perceived as less likeable (Heilman et al.,
2004); the “angry black woman” stereotype, an in-
tersection of racist and sexist stereotypes (Motro
et al., 2022); racial biases, where African Amer-
ican names and identity terms are compared to
European American names and identity terms; and
word connotation differences, such as instruments
being more pleasant than weapons or flowers being
more pleasant than insects.

4.3 Longitudinal Study

The OpenSubtitles corpus contains movie scripts
from the early 1900s to the 2020s. We parti-
tion the dataset by decade and fine-tune BERT
on each decade’s data individually, producing 11
decade models, which we label FiimBERT-1910s
to FiIlmBERT-2010s. We exclude data pre-1910
and post-2019 because there are few movies in the
dataset for these timeframes. We also exclude all

Zhttps://textblob.readthedocs.io/en/dev/

237



music videos, restricting the sample to feature films.
Each model is trained with continued pre-training
until the training loss is minimized, to a maximum
of 25 epochs.

5 Fine-tuning on Entire Corpora Results

First, we consider results from continued pre-
training over the entire OpenSubtitles dataset.

5.1 Sentiment Analysis

We were not able to replicate similar results to Has-
san et al. (2021) with BERT. All of the classes were
weakly negative to neutral as expected. "None"
was reported to have the highest sentiment by Has-
san et al. (2021), but had the lowest average sen-
timent in our replication. This may be due to the
fact that we used a smaller language model (bert-
base-uncased versus bert-large-uncased) and less
accurate sentiment analyzer (TextBlob Polarity vs
Google Cloud Natural Language API) than the orig-
inal authors, which may have lead to a different
distribution of predicted tokens. However, we are
not interested in intra-model differences between
classes but rather inter-model differences. That is,
we would like to compare the average sentiment
from BERT against FIImBERT for each class.

We hypothesized the sentiment for gender would
become more negative. Interestingly, we see
that sentiment for all four classes of FilmBERT
became more positive with "Gender" and "Dis-
ability+Gender" having statistically significant in-
crease from the corresponding class from BERT.
An optimistic view of these results suggest that
fine-tuning on movie scripts is actually helping
BERT to unlearn negative bias with respect to
gender and disability. Given the template “the
lesbian person in a wheelchair feels [MASK]."
BERT produces the following tokens: [‘uncom-
fortable’, *awkward’, ’isolated’, ’guilty’, ’sick’,
“helpless’, "threatened’, "trapped’, ’alone’, *power-
less’]. Clearly, the predicted tokens all have nega-
tive sentiment. When the same template is given to
filmBERT, it produces ['right’, ’dangerous’, *awk-
ward’, ’suspicious’, ’strange’, ’good’, ’great’, *old’,
"guilty’, normal’]. There are some common tokens,
such as “guilt” and “awkward,” but it is clear that
filmBERT is predicting a greater proportion of to-
kens with positive sentiment. Additional examples
are available in Table 3 in the Appendix.

5.2 Discussion and Limitations

It is also possible that the sentiment analysis ap-
proach is simply not a good measure of dataset
bias. This approach attempts to indirectly mea-
sure learned bias between identity tokens and the
predicted [MASK] tokens through the downstream
task of sentiment analysis. This means the model
must learn associations between identity tokens
and other words in its vocabulary. This approach
worked reasonably well with BERT as it was
trained on Wikipedia which tends to contain more
factual descriptions of people and are more likely to
contain identity tokens. However, in movies, char-
acters are often represented through visual cues and
gender or disability identifying tokens are not fre-
quently used in conversation. Additionally, models
such as BERT that use contextualized word em-
beddings have difficulty effectively representing
rare words (Schick and Schiitze, 2019). When we
fine-tune BERT on a dataset where gender or iden-
tity tokens are rare, it is possible that BERT is
forgetting information about these tokens and their
influence on the masked token prediction is dimin-
ished. Because of this, we focus on the Sentence
Embedding Association Test to quantify bias in the
longitudinal study.

6 Longitudinal Study Results

We use the Sentence Embedding Association Test
(May et al., 2019) to quantify the bias in each of
the decade models, using the original association
tests designed by the authors. These tests measure
the association between two contrasting sets of
identity terms (e.g. male-identifying and female-
identifying terms) and two non-identity-based sets
(e.g. career-related terms and family-related terms).
We consider only associations that are significant
(p <0.05), and factor both the number of significant
associations found and the relative effect sizes into
our analysis.

6.1 Gender Stereotypes

The original BERT model does not exhibit signifi-
cant associations for any of these tests, as reported
in May et al. (2019), but the film decade mod-
els display a clear pattern. FilmBERT-1910s and
FilmBERT-1920s both display a significant asso-
ciation in 5 of the 6 gender-based tests, represent-
ing gendered associations between career/family
life, science/arts, and math/arts. On average, the
effect size is slightly larger for FIImBERT-1920s.
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Class # Templates BERT Mean Sentiment filmBERT Mean Sentiment P Value

None 14 -0.00267 +0.02
Disability 168 -0.00063 +0.03
Gender 238 -0.00214 +0.04
Disability+Gender | 2856 -0.00196 +0.03

0.00431 +0.13 0.1268
-0.00027 +0.01 0.5381
0.00061 +0.02 0.00135
-8.647e-6 +0.01 4.2e-41

Table 1: Sentiment Average and Variance by class for BERT and filmBERT. Grey denotes statistical significant
difference in mean sentiment between BERT and filmBERT

Test | 1910s  1920s  1930s 1940s 1950s 1960s 1970s 1980s 1990s 2000s 2010s

Terms/career 0.53 0.84 -0.05 0.17 0.21
Names/career 0.67 0.28 0.00 0.44 0.09
Terms/math 0.07 0.63 -1.10 0.06 0.16
Names/math 0.43 0.53 -0.21 -0.07  0.63
Terms/science 0.46 0.81 -0.73 -0.22 0.11
Names/science | 0.63 0.42 0.08 0.31 -0.07

0.18 -048  0.07 0.09 0.10 0.53
0.59 0.24 -0.18  0.14 0.57 0.10
0.13 0.56 -0.70  0.24 -0.07  -0.02
0.34 0.09 0.12 -0.72 -0.60  0.08
0.27 -0.08  0.36 0.51 -0.23  -0.23
0.41 -0.31  -0.09 0.01 -0.65  0.05

Table 2: Gender stereotype associations by each model. Significance is indictated by the asterisk; the numbers
represent effect size, a proxy for the gendered association between terms/names and each category (career, math,
science). Grey cells indicate a significant (p < 0.05) association between gender and the comparison traits, while
higher numbers indicate a more pronounced association of male terms/names with the category. Negative numbers
indicate female terms/names were more highly associated than male ones with the category. Each pair of traits was
tested for association to gendered terms (e.g. “woman”) and gendered names.

However, for later models, the effect becomes less
pronounced, both in terms of number of significant
associations and effect size. Table 2 displays the
effect size for all significant associations by decade.
More modern films display fewer associations be-
tween gender and careers; when these associations
do appear, they tend to be weaker.

However, the association between female names
and family life is the most persistent in this cate-
gory, recurring with a large effect size even in the
FilmBERT-2000s model.

We also observe slightly more evidence of the
“double bind” stereotype— where women who are
more competent in professional contexts are per-
ceived as less likeable (Heilman et al., 2004)— in
models post-1950. This may reflect the presence of
more woman in the workplace in society and film
during this era.

6.2 Racial Stereotypes

The “angry black woman” stereotype (Motro et al.,
2022) exists at the intersection of gender and racial
bias. We find no evidence of this stereotype in orig-
inal BERT, but evidence to suggest the presence
of the stereotype in the 1960s, 1970s, 1990s, and
2000s film models.

We find a general trend of increased evidence
of racial bias in film, particularly after the 1960s.
The effect size of this association decreases in the
1990s and 2000s models for most cases.

6.3 Social Trends

Films reflect the ideals of their producers. This
is evident in the temporal trends for one associa-
tion: the relative pleasantness of instruments and
weapons. This effect is documented in original
BERT and in all but one of the decades models.
A decrease in this effect means that either instru-
ments are perceived as more unpleasant (unlikely)
or weapons are perceived as more pleasant (which
may indicate an increase in pro-war sentiment). We
graph the effect size for the instrument/weapons
pleasantness association over time and find that the
difference in pleasantness peaks in the aftermath of
World War 1, is lowest during and right after World
War 11, and rises again during the Vietnam War era.

6.4 Discussion and Limitations

Our gender stereotype results are consistent with
the sociological view of film as a representative
sample of gender bias in society; gendering of pro-
fessions and subject areas has decreased since the
1910s, but is not absent altogether in modern soci-
ety.

The inflection point in gendered associations at
1930 is stark, and we believe there are at least two
possible explanations for this difference. This ef-
fect coincides with the end of the silent film era
and the rise of “talkies” or sound films. While
some theorists caution against viewing the shift to
sound films as a single, dramatic turning point in
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Figure 1: Pleasantness of instruments relative to
weapons by FIImBERT decade models. Higher effect
size here suggests that weapons are associated more
with unpleasantness by the model. There was no sig-
nificant difference in association of instruments and
weapons in FIImBERT-1980.

film (Crafton, 1999), sound did allow for action
to move more quickly and movies to feature more
dialogue than before. Subtitles in silent film were
treated as an eyesore to be minimized, while spo-
ken dialogue in the first “talkies” was a novelty
and often featured prominently (MacGowan, 1956).
Secondly, the Hays Code was adopted by Holly-
wood producers in 1930. The code, a set of guide-
lines that is now often described as a form of self-
censorship by the film industry, dictated that “no
picture should lower the moral standards of those
who see it” and that movies should uphold societal
expectations without social or political commen-
tary (Black, 1989). The code was enforced from
1934 to the mid-1950s by the Production Code Ad-
ministration, which had the power to levy large
fines on scripts that did not meet approval. This
restricted the ability of films of this era to discuss
social issues, likely reducing the rate of explicit
discussion of gender associations in dialogue; be-
cause upholding this social backdrop was required
in film, questions around the role of women outside
the home were written out of mainstream cinema.

The BERT models trained on later decades of
film learn some of the same prejudices as the early
models, but to a lesser extent. Finally, it is worth
noting that movies in later decades may have more
content centered around gender discrimination in
the form of reflection, satire, or discussion, as op-
posed to content that is contains true implicit or ex-
plicit gender discrimination. In particular, movies
set in historical periods may feature biased charac-
ters.

When first examining the racial bias results, it
may seem that the 1910s-1950s models feature less

harmful stereotypes about the African American
group; however, we caution strongly against this
interpretation. A more likely explanation is that
movies prior to the 1960s used racial slurs rather
than identity terms (e.g. “Moroccan American,”
“African American”) to refer to Black characters,
and thus the model did not learn any associations
with African American names or identity terms,
positive or negative.

The social trends results trace the history of mil-
itary film in Hollywood: patriotic movies about the
war dominated after World War II (Schipul, 2010),
and there was a strong rise in anti-war sentiment
in Hollywood during the 1950s and 1960s (Zhigun,
2016). This is a further reminder that film repre-
sents the social trends of an era, and training on
such data necessarily encodes some of these beliefs
into downstream models.

The downstream effects of using language mod-
els trained on biased data are wide-reaching and
have the potential to encode racial, gender, and
social biases that influence predictions and results.

7 Conclusions

We find that continued pre-training on film dialogue
can encode additional biases and social themes into
BERT. However, not all film data is created equal;
the strength and types of biases encoded depend
on the era of film that the data is drawn from. Our
longitudinal analysis of sentence and word asso-
ciations showcase that racial stereotypes are more
explicitly present in recent decades and gendered
associations are stronger in earlier decades, though
still present in recent decades. Lack of evidence for
a bias in a dataset can be caused by underrepresen-
tation of minority groups, which is also a concern
for downstream applications. We encourage other
researchers working with film dialogue to consider
the underlying social pressures of the source era,
and to consider additional debiasing techniques
when using data that is likely to reflect strong gen-
der and racial biases.
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A Additional Sentiment Analysis Results

Table 3: Examples of tokens predicted by BERT and

filmBERT.

BERT

filmBERT

"the intersex deaf person
develops [MASK]."

[autism’, *deaf’, ’language’, "difficulties’,
’speech’, “hearing’, ’disabilities’, "'memory’,
’independently’, "symptoms’]

[‘easily’, ’rapidly’, ’successfully’,
*fast’, “twice’, somehow’, “him’,
“together’, ’it’, "himself’]

"the polygender person with a
mental illness advises [MASK]."

[’suicide’, ’caution’, ’treatment’, ’death’,
them’, ’intervention’, ’otherwise’, ’it’,
’this’, *withdrawal’]

["him’, *me’, "us’, ’it’, 'respect’,
’death’, you’, 'mr’, ‘revenge’,
’access’]

"the asexual person with
dyslexia leads [MASK]."

[’suicide’, ’to’, ’death’, *panic’, "autism’,
’schizophrenia’, ’complications’,
“paralysis’, "downward’, *blindness’]

[us’, "today’, 'mr’, 'me’,
‘now’, "away’, 'to’, "you’,
’him’, "them’]
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