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Abstract

Conceptual metaphors represent a cognitive
mechanism to transfer knowledge structures
from one onto another domain. Image-
schematic conceptual metaphors (ISCMs) spe-
cialize on transferring sensorimotor experi-
ences to abstract domains. Natural language is
believed to provide evidence of such metaphors.
However, approaches to verify this hypothesis
largely rely on top-down methods, gathering ex-
amples by way of introspection, or on manual
corpus analyses. In order to contribute towards
a method that is systematic and can be repli-
cated, we propose to bring together existing
processing steps in a pipeline to detect ISCMs,
exemplified for the image schema SUPPORT
in the COVID-19 domain. This pipeline con-
sists of neural metaphor detection, dependency
parsing to uncover construction patterns, clus-
tering, and BERT-based frame annotation of
dependent constructions to analyze ISCMs.

1 Introduction

Building on the foundation of existing knowledge
to structure and explain new experiences is a com-
mon, well-known cognitive mechanism that, if
depicted as metaphorical projection, can be cap-
tured by conceptual metaphors. In the case of
image-schematic conceptual metaphors (ISCMs),
the structures being transferred are sensorimotor
patterns. Natural language is considered a source
of evidence for the existence of ISCMs, which
has mostly been investigated by a top-down ap-
proach of introspectively identifying examples (e.g.
Lakoff and Johnson (1999); Kovecses (2010)) or
a bottom-up approach of corpus analyses (e.g.
Bennett and Cialone (2014)). Automated ap-
proaches generally focus on detecting whether a
given sequence is metaphoric or not (Leong et al.,
2020) rather than identifying the specific type of
metaphor, with few exceptions (e.g. Dodge et al.
(2015)). However, effective computational tools
for metaphor analysis are important as they can

play a role in improving machine translation (Mao
et al., 2018) and in analyzing the usage and ef-
fect of metaphors, e.g. in political discourse (Prab-
hakaran et al., 2021) or literature (Freeman, 2002).
In this paper, we propose a pipeline, depicted in
Fig. 1, to automatically detect and identify ISCMs
exemplified for the image schema SUPPORT in an
English COVID-19 corpus. In contrast to introspec-
tive methods, the proposed pipeline promises to be
replicable, faster, less subjective and capable of
uncovering novel, previously unknown metaphors.

Extraction of
SUPPORT-
related
sentences,
Sec. 4.1

Divide into
metaphoric
and literal
sentences,
Sec. 4.2

Dependency
parsing and
construct
patterns,
Sec. 4.3

Topic-based
clustering
and frame
analysis,
Sec. 4.4

Identify image-
schematic concep-
tual metaphors for
SUPPORT, Sec. 5.4

Figure 1: Overview of the proposed ISCMs analysis
approach

Image schemas have been proposed by Lakoff
(1987) and Johnson (1987) as cognitive building
blocks to capture recurring sensorimotor interac-
tions with the physical world. These experien-
tial patterns are said to “reveal features of human
thought and language” (Oakley, 2007), since they
are mapped onto conceptual structures. ISCMs
map these experiential, conceptual structures to the
abstract domain. For instance, a person can phys-
ically lean on a concrete physical entity, e.g. a
table, which entails the person pressing their body
weight onto an entity that resists the push force.
This physical experience can be mapped onto the
abstract domain of emotional SUPPORT, such as in
He leans on his friends in these trying times.

Our approach relies on a series of steps to semi-
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automatically identify ISCMs in natural language:
(a) detect whether a sequence is metaphoric or
literal, (b) determine its constructional pattern,
(c) identify its associated topics, and (d) identify
its frames, from which we (e) derive underlying
metaphoric projections. We extract sentences from
the sample of The Coronavirus Corpus1 based on
seed words related to “support”. In order to explore
all metaphors related to SUPPORT, we decided to
chose a specific, abstract domain, i.e., COVID-19
due to its ongoing relevance, abstract nature and
importance to the society at large.

With this first approach to “drum up” SUPPORT

for image schemas, this paper contributes a system-
atic method for detecting and identifying ISCMs in
domain-specific natural language. To this end, con-
structional patterns uncover elements in a sentence
that interact with metaphoric seed words, which
are then frame annotated to provide evidence of
the metaphor type the sentence represents. Further-
more, we contribute to the analysis of conceptual
metaphors in natural language in general since the
pipeline can equally be applied to other types of
metaphors, image schemas and domains.

2 Preliminaries

Within the tradition of embodied cognition, physi-
cal experiences are said to shape higher-level cog-
nition, including natural language. For instance,
we learn as infants that some objects can support
our weight, such as a chair, while others cannot,
such as a flower. This physical support can then
be transferred in He leans on his friends in these
trying times to emotional assistance depicted by
the metaphor ASSISTANCE IS SUPPORT. The
proposed approach relies on theories of semantic
frames and image schemas, which we briefly intro-
duce.

2.1 Frames Semantics and Frames

Frame semantics (Fillmore, 1982) has been highly
influential in cognitive linguistics as it combines
linguistic sequences with knowledge structures to
describe cognitive phenomena. Words or phrases,
so-called lexical units, are associated with frames
based on the common scene they evoke or, as de-
scribed in FrameNet, their common situation types.
Fillmore explicitly compares frames to other no-
tions, such as experiential gestalts (Lakoff and
Johnson, 1980), stating that frames can refer to

1https://www.english-corpora.org/corona/

a coherent schematization of experience. Thus,
widely acknowledged frames provide a theoreti-
cally well-founded and practically validated basis
for detecting ISCMs in natural language sequences.
In fact, an initial yet uncompleted account of image
schemas on the highest level of FrameNet can be
found (Gangemi and Gromann, 2019). The bottle-
neck in utilizing frames is the low recall and pre-
cision of most existing automated tools to identify
frames in natural language, addressed in Section 4.

2.2 Image Schemas

Image schemas capture recurring sensorimotor ex-
periences as so-called gestalts (Johnson, 1987), i.e.,
structure compositions of parts forming a uniform
whole. Image schemas can either be static or dy-
namic (Lakoff and Núñez, 2000), where the for-
mer are classified as orientational (e.g. ABOVE),
topological (e.g. CONTACT), or force-dynamic
(e.g. SUPPORT). Image schemas are simple spa-
tial events built from spatial primitives (Mandler,
1992). The image schema SUPPORT is built from
CONTACT between two objects were one depends
on the other (Mandler, 1992; Besold et al., 2017).
CONTACT is defined as two objects physically
touching and only with force dynamics, i.e., appli-
cation or exertion of force, constitutes SUPPORT.

Herskovits (1987) proposes that an object sup-
ports another if its weight presses or pulls upon
it, where the supporting object resists the push or
pull force. Prototypically, one entity rests on a
horizontal upward-facing SURFACE of the other.
SUPPORT can also involve other topological prop-
erties (Herskovits, 1987): an object can be hanging
from, adhering to or being joined by nails, screws
or other devices with the supporting entity. Con-
ceptual metaphors are not merely a linguistic phe-
nomenon, but rather a cognitive mechanism that en-
ables the projection of recurring experiences onto
abstract domains and structures our subjective ex-
periences (Lakoff and Johnson, 1999). They can
be specialized to image-schematic metaphors (Hed-
blom et al., 2015), which transfer the skeletal struc-
ture of image schemas to abstract target domains.

3 Related Work

Metaphor detection is often framed as binary clas-
sification task, in which each word of a sen-
tence is either labeled as being used metaphori-
cally or literally. Tong et al. (2021) provide an
overview of architectures used for metaphor detec-
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tion, datasets, and other metaphor-related tasks.
Another overview (Rai and Chakraverty, 2020)
takes many different approaches to computational
metaphor processing into account, additionally, re-
flecting on the different theoretical and linguis-
tic views on the definition of metaphors. In a
recent shared task on metaphor detection, fine-
tuning pre-trained language models led to the best
results (Leong et al., 2020).

There is, moreover, a tradition of analyzing syn-
tactic patterns of metaphoric language (Sullivan,
2013), e.g. verb-prep-noun in which the verb rep-
resents the source domain and the noun the tar-
get domain. Such patterns build a core assump-
tion of various researchers with the goal of auto-
matically identifying source-to-target domain map-
pings. For instance, Shutova et al. (2017) explore
unsupervised methods for identifying clusters of
source and target concepts as well as the connec-
tions between them, limiting their approach to
verb–object/subject constructions. Dodge et al.
(2015) use multiple constructional patterns to find
metaphor candidates that are then further analyzed
by identifying evoked frames and checking their
relations in MetaNet. Rosen (2018) trains a feed-
forward neural network to predict one out of 77
source domains given a target domain referent and
dependencies from a contextual sentence deemed
as relevant. Compared to conceptual metaphors,
image schemas have received little attention from
computational linguists. Existing approaches to
extract image schemas include unsupervised clus-
tering (Gromann and Hedblom, 2017) and classi-
fying sentences with neural language models (Wa-
chowiak and Gromann, 2022). In terms of method
and domain, Wicke and Bolognesi (2020) extract
sentences from a COVID-19 corpus also based on
seed words and apply topic modeling to analyze the
frame WAR. A broader range of COVID-19-related
metaphors is considered by Semino (2021).

In contrast to previous work, we do not make
any assumptions about syntactic patterns or word
classes, but compute statistics on syntactic patterns
after we identify metaphoric language with a lan-
guage model.

4 Method

As shown in Fig. 1, in order to identify image-
schematic conceptual metaphors, we first compile
a list of seed words related to “support”, which
we use to extract sentences from an English cor-

pus on COVID-19. Each occurrence of a seed
word in the corpus is automatically annotated as
literal or metaphoric. With dependency parsing
the constructional pattern for each sentence with
metaphoric seed words are created. These patterns
are important to identify the elements directly re-
lated to metaphoric seed words, for which we then
obtain frame–semantic relations. The overall topic
of each sentence is analyzed by way of clustering
and frames and topics serve as a basis to identify
its conceptual metaphor.

4.1 Extraction of SUPPORT-Related Sentences

As a first step, we compile a list of seed words
related to SUPPORT by taking the top 100 words
related to “support” from relatedwords.org,
which bases its results on combined similarity met-
rics from resources such as ConceptNet and word
embeddings. Moreover, we add words related to
physical senses of “support” in WordNet synsets,
FrameNet frames, and MetaNet frames. Based
on these seed words, we extract sentences related
to the image schema SUPPORT from the publicly
available sample of The Coronavirus Corpus2 con-
sisting of 3.2 million words.

Seed words that entirely resulted in sentences
unrelated to senses of SUPPORT as defined in Sec-
tion 2.2 were excluded, e.g. “stomach” only related
to the body part and not the related verb or “brook”
could only be found in named entities, such as
Brook Park. The resulting list of seed words with
its count of sentences is provided in Section 5.1.

4.2 Automatic Metaphor Detection

Given the list of SUPPORT-related sentences, we
automatically labeled each word of a sentence as
literal or metaphoric. For this sub-task, we trained
a metaphor-detection model on the VU Amster-
dam Metaphor Corpus (Steen, 2010), which was
annotated at word-level according to the metaphor
identification protocol presented in the same paper.
Based on the success of large pre-trained language
models in a recent shared task on metaphor detec-
tion using the same corpus (Leong et al., 2020), we
used the multilingual pre-trained language model
XLM-RoBERTa (Conneau et al., 2020).

We trained the model with a learning rate of 2e-5
for eight epochs and loaded the model with the best
validation performance at the end. We used the
same train–test split as in the shared task and used

2https://www.corpusdata.org/formats.asp
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randomly allocated 10% of the training data for
validation. Code and model are publicly available3.

4.3 Dependency Parsing for Comparison of
Syntactic Structure

For each seed word, we investigated its syntactic
function and relation to other words in the sentence
by using the part-of-speech tagger and dependency
parser from Stanford’s neural NLP library Stanza
(Qi et al., 2020). We provide statistics on incoming
and outgoing relations to and from the seed words
in Table 1. We first identify all dependency rela-
tions to and from the seed words, and then remove
the relations with the following tags: cc, conj, fixed,
flat, list, parataxis, orphan, goeswith, reparandum,
punct, root, dep, aux, mark, det. They are consid-
ered as having no direct relevance for our purposes,
for instance, only indicating function or coordina-
tion words. Some seed words used as nouns only
have compound relations, with most of the syntac-
tic information being stored in the relations of the
compound word. Thus, we also extract the incom-
ing and outgoing relations of the words constituting
a compound together with the seed word. All ele-
ments identified in this step are then annotated with
frames to identify the conceptual metaphor.

4.4 Identifying Topics and Conceptual
Metaphors

We clustered the extracted sentences, allowing us
to group similar sentences semantically. With this
procedure, we quickly explore how SUPPORT is
used in a literal and metaphorical sense. We cre-
ated the clusters by using the BERTopic-library
(Grootendorst, 2022). BERTopic represents each
sentence using BERT-based sentence embeddings
(Reimers and Gurevych, 2019). In a second step, it
reduces the dimensionality using UMAP (McInnes
et al., 2018), before clustering the resulting data
points using the density-based hierarchical cluster-
ing algorithm HDBSCAN (McInnes et al., 2017).

Each sentence is automatically annotated with
semantic frames by utilizing BERT-for-FrameNet
(Minnema and Nissim, 2021) in its configuration
of only predicting frames and not jointly predict-
ing also semantic roles, relying on BERT layer 12.
Frames related to each seed word and its dependent
words or compounds are then manually analyzed
and compared. While most frame parsers experi-

3https://github.com/lwachowiak/Multilingual-M
etaphor-Detection

ence relatively low recall and precision, the BERT-
for-FrameNet model returned a considerably higher
number of frames than previous approaches. Nev-
ertheless, specific seed words were almost never
annotated, which could potentially be alleviated by
querying other resources, such as Wikidata. How-
ever, for this case study, we opted for analyzing the
frame-annotated sentences. The code and data for
our approach are publicly available4.

5 Results and Analysis

5.1 Extraction of SUPPORT-Related Sentences
Our final list of SUPPORT-related seed words and
their frequencies is:

advocacy (54), affirm (19), aid (315), as-
sist (242), assistance (331), back (2154),
back up (41), backbone (16), backing
(18), backup (17), base (906), bear (142),
bear out (2), bolster (37), boost (223),
brace (37), bracket (15), buttress (2),
commitment (191), corroborate (2), de-
fend (102), endorse (41), endorsement
(10), establish (250), financial backing
(2), financial support (51), foot (271),
help (2985), hold (1169), hold up (40),
lifeline (22), livelihood (92), maintain
(511), maintenance (95), patronage (5),
prop (23), prop up (16), reinforcement
(4), resource (563), sponsorship (10),
stand (508), subscribe (119), substanti-
ate (4), support (2317), supporter (104),
supportive (40), sustain (92), sustenance
(11), undercarriage (1), underpin (15),
unsupported (10), uphold (34).

5.2 Automatic Metaphor Detection
Our metaphor-detection model achieves an accu-
racy of 95% on the test set. For the label literal,
it achieves an F1 score of 0.97 with a precision of
0.96 and a recall of 0.98; and an F1 score of 0.76
for the label metaphoric with a precision of 0.82
of and a recall of 0.71. Its performance is, thus,
comparable with the best-performing model of the
2020 metaphor-detection task (Leong et al., 2020).

The frequency of seed words in each sentence
classified as metaphoric or literal is depicted in Fig.
2, which reveals that some seed words are more
regularly used in a metaphoric sense than others.
While words like “boost”, “maintain”, and “hold”

4https://github.com/lwachowiak/ISCMs/
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Figure 2: Seed words with over 75 samples ordered by how often they were used metaphorically

are used more than 70% of the time metaphorically,
“establish”, “livelihood”, or “subscribe” are used
less than 5% of the time metaphorically. These
labels and statistics give us a good indication of
which sentences to explore further in order to iden-
tify conceptual metaphors based on SUPPORT and
which sentences’ syntactic structure to investigate.

5.3 Dependency Parsing for Comparison of
Syntactic Structure

For each sentence, we compute a constructional
pattern centered on the seed word using depen-
dency parsing as described in Section 4.3. For
each pattern, we count how many seed words are
used metaphorically in that syntactic constellation.
Thus, the highest possible count for any pattern
is 52 — the number of seed words. Counting all
sentences per pattern would dip the statistics to-
wards frequent patterns for a specific seed word
that, however, is not necessarily an overall frequent
pattern. The resulting most frequent constructional
patterns grouped by word class of the seed word
and examples are shown in Table 1. Word classes
and dependency relations are presented in word
order and concatenated by an underscore. If the
dependency tag stands after the word class, it is
an incoming relation to the seed word, if after the
word class, it is an outgoing relation from the seed
word, e.g. verb_obj ⟨⟨noun⟩⟩ indicates the relation
obj going from the verb to the seed noun.

A variety of common patterns was detected for
both, verb and noun seed words, where the seed
words represent the source domain. The noun seed
words appear most frequently as the object of a
verb, with only one of the ten most common pat-

terns having the seed word as the subject. More-
over, five of the patterns contain a nominal modifier
relation. For verb seed words, the target domain
noun frequently occurs as object, frequently co-
occurring with a preceding noun or verb. Patterns
for adjective and adverb seed words are much rarer,
and we did not include those only occurring once.

5.4 Identifying Topics and Conceptual
Metaphors

For an exploration of the senses and themes of SUP-
PORT-related words used in the Coronavirus dis-
course, we conducted a cluster analysis of different
subsets of sentences. To obtain clusters of mostly
metaphorical sentences, we clustered all 2,322 sam-
ples based on the seed word “support” (76% la-
beled as metaphoric); to obtain clusters of mostly
literal sentences, we clustered all 2,988 samples
based on the seed word “help" (13% metaphoric).
BERTopic successfully clustered 1,288 sentences
with the seed word “support” and 1,442 sentences
with the seed word “help”, grouping the rest of
the sentences in a cluster of outliers. Fig. 3 and
4 show the two resulting cluster hierarchies, with
more similar clusters being iteratively grouped to-
gether. Each cluster can be identified by the three
words representing it best according to their Term
Frequency-Inverse Document Frequency (TF-IDF).
The TF-IDF value assumes each cluster to be a
document and offsets the frequency of a word by
the number of clusters containing the same word.

The results show that financial support is
one of the most common contexts in which
the seed word “support” is being used. A
sentence from the cluster 23_billion_package_

48



Table 1: The most common constructional patterns of metaphorical ⟨⟨seed words⟩⟩. Count indicates how many
unique seed words labeled as metaphoric appeared in such a pattern. Abbreviations: prep=preposition, adj=adjective,
noun=noun or noun phrase, ppr=personal pronoun, adv=adverb; acl=clausal modifier of noun, advcl=adverbial
clause modifier, amod=adjectival modifier, nmod=nominal modifier, nmod:poss=possessive nominal modifier,
nsubj=nominal subject, obj=object, obl=oblique nominal, xcmop=open clausal complement

Noun Seed Words
Dependency Pattern Language Example (order as in sentence) Count
verb_obj ⟨⟨noun⟩⟩ give a ⟨⟨lifeline⟩⟩ 12
noun_nmod case_prep ⟨⟨noun⟩⟩ nmod_noun supply on the ⟨⟨back⟩⟩ of demand 11
verb_obj ⟨⟨noun⟩⟩ nmod_noun form ⟨⟨backbone⟩⟩ (of) speech 10
verb_obj amod_adj ⟨⟨noun⟩⟩ (COVID-19 restrictions) won broad ⟨⟨support⟩⟩ 10
verb_obj nmod:poss_ppr ⟨⟨noun⟩⟩ (citizens) strengthen their (politicians) ⟨⟨backbones⟩⟩ 9
verb_obl case_prep ⟨⟨noun⟩⟩ put (the industry) on ⟨⟨hold⟩⟩ 9
⟨⟨noun⟩⟩ nmod_noun verb_nsubj ⟨⟨backing⟩⟩ (of a) brand becomes (invaluable) 8
verb_obl prep_case amod_adj ⟨⟨noun⟩⟩ (government needs to) get on the “front ⟨⟨foot⟩⟩” 7
⟨⟨noun⟩⟩ nmod_noun ⟨⟨boost⟩⟩ (to) economy 6
verb_obl case_prep ⟨⟨noun⟩⟩ nmod_noun go (ahead) on ⟨⟨foot⟩⟩ (of) advice 6

Verb Seed Words
acl_noun ⟨⟨verb⟩⟩ obl_noun team ⟨⟨standing⟩⟩ (on) the front lines (of the outbreak) 14
verb_xcomp ⟨⟨verb⟩⟩ obj_noun (war on corruption) continues to ⟨⟨bear⟩⟩ fruits 12
verb_advcl ⟨⟨verb⟩⟩ obj_noun cut (down on expenses) to ⟨⟨sustain⟩⟩ (these difficult) times 11
nsubj_noun ⟨⟨verb⟩⟩ obj_noun righteousness ⟨⟨upholds⟩⟩ (the) nation 10
acl_noun ⟨⟨verb⟩⟩ obj_noun evidence to ⟨⟨back⟩⟩ (this) fear 9
nsubj_noun ⟨⟨verb⟩⟩ obj_noun obl_noun businesses ⟨⟨bearing⟩⟩ the brunt (for) months 9
verb_ccomp nsubj_noun ⟨⟨verb⟩⟩ obj_noun ensure everyone ⟨⟨maintains⟩⟩ (stable) housing 9
nsubj_noun ⟨⟨verb⟩⟩ obj_noun authority ⟨⟨boosts⟩⟩ measures 8
njsub_noun ⟨⟨verb⟩⟩ obj_noun advcl_verb unit ⟨⟨held⟩⟩ a protest to reiterate (their demands) 8
xcomp_verb ⟨⟨verb⟩⟩ obl_noun to rebuild (our economy) ⟨⟨based⟩⟩ (on a green energy) future 8

Adjective and Adverb Seed Words
⟨⟨adj⟩⟩ amod_noun ⟨⟨unsupported⟩⟩ market 3

spending is for example 6bn of new funding to
support NHS. Some clusters revolve around finan-
cial, political, and other forms of support for spe-
cific groups: artists, football clubs, farmers, busi-
nesses, students, children, or journalists. A sample
from cluster 20, identified by the keywords “mu-
sic”, “artists”, and “great”, is simply the phrase
Support for Artists. Another interesting example
from the same cluster shows that support can also
go the other way around and music can take the
role of the support-giver: ... the songs they ’re
turning to right now for support, peace, hope, and
inspiration. Another type of support is life support
given in the context of COVID, such as in To leave
the ICU, Dr Monika said Mr Efendi must first be
taken off breathing support. All these examples are
covered by the already existing metaphors ASSIS-
TANCE IS SUPPORT and HELP IS SUPPORT in
MetaNet. However, the clusters give a more fine-
grained overview of what types of assistance and
help can be given, as well as who the supporting
and the supported entity are.

In comparison to “support”, the seed word “help”
is used in more diverse contexts in this corpus, re-
sulting in a larger number of clusters. As before,
different groups can be identified as giver and re-

ceiver of help, e.g. journalists as in If you can
help us, please click the button to ensure we can
continue to provide quality independent journalism
you can trust. “Help” is used in a literal way and
does not evoke the physical SUPPORT frame. How-
ever, in many sentences “help” could be replaced
with “support” without changing the meaning of
the sentence other than adding a metaphoric sense.

To more closely investigate the types of
metaphors, all elements dependency-related to
metaphoric seed words were automatically anno-
tated with frames utilizing BERT-for-FrameNet.
These frames provide insights into the potential
type of metaphor of SUPPORT-related words and
were counted once per seed word. Fig. 5 shows the
top 14 most frequent frames. From the metaphori-
cally labelled seed words, only 45% were provided
with a frame, where the 1,429 examples of “back”
and a surprisingly large 1,345 variations of “sup-
port” (including supportive, unsupported, etc.) re-
mained without a frame. Nevertheless, an overall
picture of types of frames related to SUPPORT can
be obtained as shown in Fig. 5.

Besides the typical frames related to ASSIS-
TANCE IS SUPPORT, Fig. 5 shows the interesting
case of BODY PARTS as in get back on their feet
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Figure 3: Clusters of sentences containing the word
“support’. Clusters have a unique ID, followed by the
words representing the cluster based on TF-IDF values.

and be on the front foot in the sense of being at
an advantage. Adapting MetaNet metaphors, this
could be interpreted as RECOVERY IS BODILY
SUPPORT since get back on their feet means recov-
ery, while nimble on their feet indicates endanger-
ment. The orientation here is important since the
front foot and best foot forward represent an advan-
tage and the back foot puts one at a disadvantage,
which collocates this metaphor with PROGRESS
IS FORWARD MOTION. The expression drag-
ging their feet, annotated with the frame MANIP-
ULATION, relates it to a lack of support by body
parts, i.e., MANIPULATION IS LACK OF BOD-
ILY SUPPORT.

The frame TAKING SIDES is mostly related to
“support” and “back” as in backing the campaign
and requires one person to metaphorically push or
pull the weight of one side, so TAKING SIDES IS
SUPPORT. For SELF MOTION the most frequent
contender is “step”, where similar to “foot” forward
is progress, e.g. people have stepped forward for
this, and backwards or away is withdrawal of sup-
port, e.g. he backed away from calling for a quar-
antine. Thus, a specialization of the PROGRESS
IS FORWARD MOTION could be PROGRESS
IS SUPPORT BY SELF MOTION, which can be
backed by examples of the frames SELF MOTION
as well as BODY PARTS, e.g. put our best foot
forward. The frame COMPLIANCE mostly re-
lates to abide, but provides interesting cases for

Figure 4: Clusters of sentences containing the seed word
“help”. Clusters have a unique ID, followed by the words
representing the cluster based on TF-IDF values.

Figure 5: Frequent frames associated with seed words

“upholding” as in upholding the rule of law which
indicates COMPLIANCE IS SUPPORT, since up-
holding in its literal sense to keep elevated requires
the pulling of weight. One highly frequent frame in
terms of occurrence across sentences that, however,
only occurs with the two seed words “step” and
“boost” is CAUSE CHANGE OF POSITION ON
A SCALE. For instance, in the sentence of He will
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step down as CEO it is collocated with ACTIV-
ITY STOP leading to ACTIVITY STOP CAUSES
CHANGE OF POSITION ON A SCALE. The seed
word “bear” is frequently annotated with TOLER-
ATING as in patients bear the pain, indicating that
TOLERATING IS SUPPORT.

This frame annotation step provides an excellent
method for analyzing the (lack of) semantic rich-
ness of seed words, e.g. “aid” always relates to AS-
SISTANCE and “abide” always to COMPLIANCE.
In contrast, the seed word “hold” relates to 13 dif-
ferent frames. While not all meanings of all seed
words directly relate to ISCMs of SUPPORT, the
above examples show that this method can still fa-
cilitate their exploration. Nevertheless, with a rep-
resentative amount of human-curated data, a more
rigorous evaluation can be foreseen, also taking
other sources of metaphoric and image-schematic
information into account. In any case, the final for-
mulation of ISCMs will most likely always benefit
from human refinement.

6 Discussion and Conclusion

In this paper, we presented a method to semi-
automatically explore image-schematic conceptual
metaphors, their related topics and constructional
patterns in natural language. A pipeline returns
syntactic patterns, thematic clusters, and frames
for seed words related to a specific image schema.
This approach enables the analysis of how the im-
age schema SUPPORT is used within the context
of COVID-19 in a more systematic and compre-
hensive way than possible with introspective meth-
ods. Besides detecting examples of well-known
metaphors, it allowed us to uncover new metaphors,
e.g. RECOVERY IS BODILY SUPPORT. To this
end, building constructional patterns in a bottom-up
manner without prior assumptions was important.
In terms of topics, a wide variety of supporters and
support recipients could be detected.

To apply the same method to other image
schemas, a set of related seed words would need
to be compiled as input to the method. For in-
stance, a seed word list for the image schema CON-
TAINMENT could include words such as “inside”,
“boundary”, or “vessel”. One drawback of this seed
word approach is that polysemy in the sense of mul-
tiple literal or even metaphoric meanings of a seed
words is not explicitly considered. Nevertheless,
given that no repositories of ISCMs exist and repos-
itories on conceptual metaphors, such as MetaNet,

contain a limited number of natural language ex-
amples or ISCMs, this semi-automated approach
is an important step forward to drum up support of
ISCMs.

As a knowledge extraction approach rooted in
cognitive science, a natural next step would be to
explore the taxonomic structures of frames pro-
vided by MetaNet, FrameNet or similar resources
to query interdependencies between and relations
among ISCMs. Furthermore, existing semantic re-
sources, such as DBpedia and Wikidata, should be
utilized to increase the number of annotated frames.

Currently, this approach heavily relies on recent
advances of methods in computational linguistics
brought together in a pipeline. Errors of one step
are then propagated to the next. From the set of
analysis steps, the metaphor detection performed
best. The part-of-speech tags assigned in the pro-
cess of dependency parsing are highly problematic
for specific seed words, such as “back” that is fre-
quently mistagged as noun or adverb when used
as verb, negatively affecting the obtained depen-
dency relations and constructional patterns. An-
other shortcoming is that the clustering method
groups many samples into a cluster of outliers. The
number of identified outliers, however, is so large
that valuable information is inevitably lost, and
only a subpart of the semantic topics is represented
in the results. For the frame parsing, the return of
frames per sentence was considerably higher than
with similar approaches (as also reported in (Min-
nema and Nissim, 2021)), however, the number of
frames for seed words was less than half of the
overall count of sentences. Very short, heading-
like sequences that lack context were generally not
frame-annotated at all, e.g. standing in line for
essentials. This reinforces the need to supplement
frame parsing with other processes and resources.

To improve the pipeline and reduce the amount
of manual labor required, it would be beneficial to
be able to automatically label the target domains
for which a specific image schema is used — a
step that currently is mostly done manually with
the resulting frames and clusters, due to the lack of
frame coverage. In order to automatically identify
the target domain, we plan to train a sequence-to-
sequence model, e.g. T5 (Raffel et al., 2019), to
predict the target domain given a source domain
and a contextualizing sentence. For instance, the
sample SUPPORT: He leans on his friends in these
trying times should be labeled as ASSISTANCE.
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