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Abstract

We present the results of the Shared Task on
Understanding Figurative Language that we
conducted as a part of the 3rd Workshop on Fig-
urative Language Processing (FigLang 2022)
at EMNLP 2022. The shared task is based on
the FLUTE dataset (Chakrabarty et al., 2022),
which consists of NLI pairs containing figura-
tive language along with free text explanations
for each NLI instance. The task challenged
participants to build models that are able to not
only predict the right label for a figurative NLI
instance, but also generate a convincing free-
text explanation. The participants were able
to significantly improve upon provided base-
lines in both automatic and human evaluation
settings. We further summarize the submitted
systems and discuss the evaluation results.

1 Introduction

Figurative language such as metaphors, similes or
sarcasm plays an important role in enriching human
communication, allowing us to express complex
ideas and emotions in an implicit way (Roberts
and Kreuz, 1994; Fussell and Moss, 1998). How-
ever, understanding figurative language still re-
mains a bottleneck for natural language process-
ing (Shutova, 2011). In spite of the fact that
Transformer-based language models (LMs) get
larger (Brown et al., 2020; Raffel et al., 2020), they
are still incapable of comprehending the physical
world, cultural knowledge, or social context of fig-
urative language (Bisk et al., 2020).

In recent years, there have been several bench-
marks dedicated to figurative language understand-
ing, which generally frame “understanding” as a
recognizing textual entailment (a.k.a natural lan-
guage inference (NLI)) task — deciding whether
one sentence (premise) entails/contradicts another
(hypothesis) (Chakrabarty et al., 2021; Stowe et al.,
2022; Srivastava et al., 2022). However, similar to
general NLI datasets, these benchmarks suffer from

spurious correlations and annotation artifacts (Mc-
Coy et al., 2019; Poliak et al., 2018). These can
allow large language models (LLMs) to achieve
near human-level performance on in-domain test
sets, yet turn brittle when evaluated against out-of-
domain or adversarial examples (Glockner et al.,
2018; Ribeiro et al., 2016, 2020). To tackle these
problems, research in NLI has argued that it is not
enough to correctly predict the entail/contradict la-
bels, but also to explain the decision using natural
language explanations that are comprehensible to
an end-user assessing model’s reliability (Camburu
et al., 2018; Majumder et al., 2021; Wiegreffe et al.,
2021), leading to novel datasets such as e-SNLI
(Camburu et al., 2018).

In this paper, we report on the shared task that
aim to test the ability of models to not only predict
the right label, but also provide a free-text expla-
nation to the instance. This task was conducted as
part of the 3rd Workshop on Figurative Language
Processing (Figlang 2022) at EMNLP 2022. Sec-
tion 2 provides a description of the shared task,
datasets, and evaluation metrics. Section 3 con-
tains brief summaries of each of the participating
systems whereas Section 4 reports a comparative
analysis of the participating systems.

2 Datasets and Task Description

As stated earlier, this shared task is based on the
FLUTE dataset that was released by Chakrabarty
et al. (2022). FLUTE consists of pairs of premises
(literal sentences) and hypotheses (figurative sen-
tences), with the corresponding entailment or con-
tradiction labels (NLI instances), along with expla-
nations for each instance (Table 1). This dataset
is based on four types of figurative language - id-
iom, metaphor, sarcasm, and simile. Note, given
sarcasm is the opposite of the literal meaning, we
would only have contradictions in the dataset, thus
we also generate a literal hypothesis that entails the
literal premise. Table 1 contains a few examples
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Type Premise (literal)

Hypothesis (figurative*)

Label Explanation

It's so annoying to have to hear my
next door neighbors argue all the time
in our shared hallway.

My next door neighbors are
always arguing in our shared
hallway.

Paraphrase
+ Sarcasm

The assembly hall was now
hot and moist, more so than
usual.
Simile .
The assembly hall was now like a steam sauna.
cold and dry, more so than

usual.

He mentally assimilated the
knowledge or beliefs of his
tribe.

Metaphor o
He utterly decimated his of his tribe.

tribe's most deeply held
beliefs.

Lady Southridge was wringing
her hands, trying hard and
desperately to salvage the
bleak and miserable situation
so that it somehow looks
positive.

Idiom

her hands, doing absolutely
nothing to overturn the bleak
and miserable situation so
that it somehow looks
positive.

It's so pleasant to have to hear my
next door neighbors argue all the time
in our shared hallway.

In fact, the assembly hall was now

The sound of arguing neighbors can often
E be very disruptive and if it happens all the

time in a common space like a shared

hallway it is natural to find it annoying.

The sound of arguing neighbors can often

c be very disruptive and so someone
considering it to be pleasant is not really
accurate.

A sauna is a hot and moist environment, so
E the simile is saying that the hall is even
hotter and more moist than usual.

A steam sauna is a small room or hut where
C people go to sweat in steam, so it would be
hot and humid, not cold and dry.

E To absorb something is to take it in and
make it part of yourself.

He absorbed the knowledge or beliefs

Absorbed typically means to take in or take
C up something, while "utterly decimated"
means to destroy completely.

To grasp at straws means to make a
E desperate attempt to salvage a bad

situation, which is exactly what Lady

Southridge is trying to do.

Lady southridge was wringing her
Lady Southridge was wringing | hands, trying to grasp at straws.

To grasp at straws means to make a

c desperate attempt to salvage a bad
situation, but the sentence describes not
doing anything to change the situation

Table 1: FLUTE examples of figurative text (hypothesis) and their respective literal entailment (E) and contradiction
(C) premises, along with the associated explanations. * For simile, metaphor, and idiom, figurative examples are the
hypothesis whereas for sarcasm, we have both figurative and literal hypotheses.

Entails | Contradicts | Total
Paraphrase | 1339 - 1339
+ Sarcasm | - 2678 2678
Simile 750 750 1500
Metaphor 750 750 1500
Idiom 1000 1000 2000

Table 2: Dataset statistics showing distribution of Figu-
rative Language across FLUTE.

taken fro the dataset. FLUTE contains 9,000 high
quality <literal, figurative> sentence pairs with en-
tail/contradict labels and the associated examples.
Please refer to Table 2 for the dataset statistics.

2.1 Evaluation Setup

To evaluate the participant models, we built a
test set by randomly selecting 750 instances (i.e.,
<premise, hypothesis> pairs with associated expla-
nations) from the sarcasm dataset, and 250 exam-
ples each from simile, metaphor and idiom datasets,
for a total of 1,500 instances. Below we describe
several automatic metrics and human evaluations
we consider to assess the models’ ability to under-
stand figurative language.

Automatic Metrics To judge the quality of the
explanations we compute the average between
BERTScore (Zhang et al., 2020) " and BLEURT
(Sellam et al., 2020), which we refer to as explana-
tion score (between 0 and 100). Instead of report-
ing only label accuracy, we report label accuracy
at three thresholds of explanation score (0, 50, and
60). Accuracy@0 is equivalent to simply com-
puting label accuracy, while Accuracy @50 counts
as correct only the correctly predicted labels that
achieve an explanation score greater than 50.

Human Evaluation We also measure the qual-
ity of the generated textual explanations via the
MTurk platform. We recruit crowd workers with at
least 98% HIT approval rate. We compute human
judgement scores (Hgcore), identical to the e-ViL
score in Kayser et al. (2021). We used instances
that were used for evaluation in (Chakrabarty et al.,
2022), and selected those on which all systems pre-
dicted correctly (a total of 150 samples, around
50 per figurative language type). We present five

'We use the DeBERTa-mnli version that has shown to have
highest correlation with human judges (He et al., 2020).
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textual explanations generated by the models and
ask three workers the following question: Given
the two sentences, does the explanation justify the
answer above? We provide four options: Yes (1),
Weak Yes (2), Weak No (3), and No (0). For each
explanation, we average the scores by the three an-
notators and report the sample average in Table 4
as Hycore-

3 Participants and Results

Training Phase The shared task started on July
10, 2022, when the training data and the auxiliary
scripts were made available to all the registered
participants. Participants were allowed to choose
to partition the training data further to a validation
set for tuning the hyper parameters. Likewise, they
can also elect to use the training data to perform
cross-validation.

Evaluation Phase In this phase, test instances for
evaluation are released. We released the test data
on August 15, 2022. Submissions were accepted
until August 20, 2022. Out of all the submissions,
five shared task system papers are accepted to the
Workshop. Predictions are submitted to the Co-
dalab site and evaluated against the gold labels
of the test instances. We used Codalab for the
shared task because it is easy to use, provided easy
communication with the participants (e.g., allow
mass-emailing to the participants), as well as tracks
all the submissions updating the leader-board in
real-time. We allowed up to five submissions per
day for each participant team. We did setup our
own GPU-based evaluation using a custom Docker
architecture. The leader-board displayed the accu-
racy @60 scores on the descending order.

In total we have five participating teams along-
side the organizing team of shared task. We de-
scribe the participating systems in the following
section.

Team Acc@60 | Hcore

TeamCoolDoge | 63.33 (1) | 74.98 (2)
rachneet 63.33(1) | 75.28 (1)
vund 60.73 (2) | 71.82 (5)
yklal95 51.73(3) | 73.73 (4)
baseline 48.33 (4) | 74.39 (3)

Table 3: Automatic (Accuracy @60) and Human evalu-
ation results (Hscore) by team with rank in parenthesis.

Baseline (Chakrabarty et al., 2022) The base-
line is the system described in Chakrabarty et al.
(2022). This system is trained to predict labels
and rationales jointly using a T5-3B model (Raf-
fel et al., 2020). Unlike other teams (Chakrabarty
et al., 2022) verbalized inputs using natural lan-
guage instruction: Does the sentence ''P'" entail
or contradict the sentence ""H''? Please answer
between ""Entails'' or ""Contradicts'' and explain
your decision in a sentence.

TeamCoolDoge (Gu et al.,, 2022b) present
DREAM-FLUTE which first uses DREAM (Gu
et al., 2022a) to generate an elaboration of the sit-
uation in the premise and hypothesis (separately),
then uses this additional context for classifica-
tion and explanation generation. They hypothe-
size that such additional, pertinent details could
also improve a model’s ability to judge whether
it is an entailment or contradiction between the
premise and hypothesis. This posit this could be
especially helpful for the instances that use fig-
urative language, where the underlying meaning
might be opaque to the model and that further elab-
orating the context can make certain inferences
more explicit. They take as input <Premise>
<Premise-elaboration-from-DREAM> <Hypothe-
sis> <Hypothesis-elaboration-from-DREAM> and
fine-tune a T5-3B model to then jointly generate
Label and Explanation. While the scene elabora-
tion dimensions from DREAM can vary across the
categories of consequence, emotion, motivation,
social norm the winning submission is based on
consequence elaboration dimension. It should be
noted that the underlying model is similar to the
baseline model (ablation without using DREAM),
however the performance differs due to different
hyperparameters.

Rachneet (Bigoulaeva et al., 2022) focus their
efforts on the transfer of information from multiple
related tasks for improved performance on FLUTE.
They compare the effectiveness of Sequential Fine
Tuning with that of Multilask Learning in a con-
text where one of the target tasks is dependent on
the other. Their final submission which led to the
highest Acc@60 on the FLUTE test set is a TS (Raf-
fel et al., 2020) based model where the label and
rationales are predicted jointly. In particular their
best submission is a sequentially fine-tuned model
where they first finetune on eSNLI (Camburu et al.,
2018) followed by IMPLI (Stowe et al., 2022) and
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Team idiom metaphor | sarcasm | simile
TeamCoolDodge

7485 (1) | 72.47(3) | 7571 (1) | 77.33(2)
(AI2)
rachneet
(UKP) 7222 3) | 7727 (1) | 73.13 (4) | 79.11 (1)
vund (UIT) 70.76 (4) | 71.46(4) | 72.09 (5) | 73.78 (3)
yklal95 (SBU) 70.76 (4) | 76.01 (2) | 73.64 (3) | 73.78 (3)
?lfsl;ama“ 73.98(2) | 76.01(2) | 74.68(2) | T1.11 (4)

Table 4: Human evaluation results (H..-) by team by figurative language type with rank in parenthesis.

finally FLUTE (Chakrabarty et al., 2022).

Vund (Phan et al., 2022) considered both the
tasks: the NLI task, and the explanation genera-
tion task as two seq2seq tasks. They fine-tuned
the two tasks separately as a simultaneous com-
putation model. In addition, they also used the
attribute about types of Figurative Language across
the data as a predictor and treated it as seq2seq
tasks. Therefore they have 3 component models
based on fine-tuning pre-trained model T5 (Raffel
et al., 2020) : NLI predictor, Type predictor, and
Generator. Unlike other teams that predict label
and rationale jointly here the team uses T5-large
model in a pipeline fashion.

yklal (Lal and Bastan, 2022) propose a sim-
ple T5-large model fine-tuned on the FLUTE data,
trained to generate the explanation before the label.
The input format does not contain any task-specific
keys and does not resemble any of the ones de-
scribed in Raffel et al. (2020). The model uses
a newline separator, which is a prominent part of
how UnifiedQA (Khashabi et al., 2020) was built
over T5.

4 Analysis

The best performing teams according to both
human and automatic evaluation were Team-
CoolDoge, rachneet, and vund (Table 3). For au-
tomatic metric we report Accuracy @60, i.e., ac-
curacy score that counts as correct only the cor-
rectly predicted labels that achieve an explanation
score greater than 60. We notice in Table 3 that
TeamCoolDoge and rachneet have attain the high-
est score in case of accuracy score where team vund
is slightly behind.

Likewise, human evaluation results (Table 4)
show relatively small difference between teams, in-
dicating plausibility of explanations across systems

181

and across different types of figurative language.
These results support the high automatic evaluation
scores the teams have achieved. Some discrepan-
cies in human and automatic evaluation are present
(e.g., the team TeamCoolDodge did not achieve the
highest human score for metaphors and similes).
This can be explained by high standard deviation in
the human score (around 0.3, or one step increment
in the answer), however, future work may explore
spurious cues and lack of correlation in automatic
metrics.

Across types of figurative language, explana-
tions for similes and metaphors achieve higher hu-
man scores for the best submissions. This could
be explained by the visual nature of comparisons
drawing from commonsense property identification
which can benefit from elaboration as used in the
DREAM framework used by TeamCoolDoge.

5 Conclusion

This paper summarizes the results of the shared task
on understanding figurative language organized as
part of the 3rd Workshop on the Figurative Lan-
guage Processing at EMNLP 2022 (Figlang 2022).
This shared task aimed to not only predict the cor-
rect label for a figurative NLI instance but also gen-
erate a convincing explanation for the same. We
provided basic description of each of the participat-
ing systems who submitted a shared task system
paper (i.e. four qualifying submissions). All of the
submitted systems by the participants attain higher
accuracy than the baseline. We also conducted hu-
man evaluation via MTurk platform that shows the
quality of explanations generated by the systems
is comparable. Finally, to conclude, we hope the
shared task will promote further exploration into
figurative language understanding.
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