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Abstract

Metaphor detection has been a challenging
task in the NLP domain both before and after
the emergence of transformer-based language
models. The difficulty lies in subtle seman-
tic nuances that are required to be able to de-
tect metaphor and in the scarcity of labeled
data. We explore few-shot setups for metaphor
detection, and also introduce new question-
answering data that can enhance classifiers that
are trained on a small amount of data. We
formulate the classification task as a question-
answering one, and train a question-answering
model. We perform extensive experiments for
few shot on several architectures and report the
results of several strong baselines. Thus, the
answer to the question posed in the title is a
definite “Yes!”

1 Introduction

In the past year, pretrained language models es-
tablished themselves as the foundation for state-
of-the-art solutions for most of the common NLP
tasks. Usually, one should fine tune a model on
a dataset specific to her task and domain so as to
achieve high performance, and this requires labeled
data, which is not always available in the necessary
quantity. In the past few years, a large body of
work has been dedicated to transfer learning be-
tween domains and models (Alyafeai et al., 2020),
and application of models trained on one task to an-
other task by prompting (Brown et al., 2020; Schick
and Schütze, 2021). These techniques reduce the
amount of training data needed for a specific task,
and enable the sharing of semantic knowledge be-
tween models.

Metaphor detection is a highly challenging task
in the NLP domain. It relies on word level, delicate

semantics that are not trivial even for humans, and,
thus, even though pretrained language models do
encode some metaphoric information (Aghazadeh
et al., 2022), the task is not considered solved. As
for languages other than English – high quality
language models are already often available (Seker
et al., 2021; Antoun et al., 2020), but metaphor
detection without appropriate labeled data is very
difficult (Schneider et al., 2022), and this is why
few-shot is a relevant scenario to study.

As Su et al. (2020) suggest, metaphor detection
can be viewed as a reading-comprehension task
where one needs to answer a question whether a
specific word is metaphoric or literal in the context
of a given sentence. They formatted metaphor de-
tection as a classification task of the full sentence
(global context), the word in question and a short
sentence fragment that contains this query word
(local context). The texts, along with POS tags of
each word, are fed into the classifier to obtain a
prediction. Similar to the vast majority of classi-
fication tasks, this classifier is expected to learn
how to identify metaphors based on the labels it is
provided during training, but the input itself does
not suggest that the task is regarding metaphor.

We take the reading-comprehension approach
further in two respects: First, we experiment with
several phrasings of explicit natural-language ques-
tions about whether the query token is metaphoric
within the context of the sentence. Thus we em-
ploy the capability of large language models to
understand delicate semantics (at least up to some
point) by querying the models directly. Second,
we design our classifier with a backbone of a yes–
no question-answering model. Given the context
sentence, we ask explicitly, “Is the word in ques-
tion metaphoric in this context?” We evaluate our
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model in a few-shot scenario and compare it to
several baselines.

2 Related Work

Over the past few years, as in other fields in NLP,
transformer-based architectures have dominated
the models for metaphor detection. Leong et al.
(2020) report the results of the 2020 shared task,
and can be referred to for prior models that are not
transformer based.

DeepMet (Su et al., 2020), the highest-scoring
system in that shared task, transforms metaphor
detection into a reading comprehension task, query-
ing for the label of each token given its context in
the sentence. The classification model is a siamese
network that encodes two contexts for the token
– the entire sentence and the sentence fragment
wherein the token is located. The model is also
fed with the POS tag of the token in question.

MelBERT (Choi et al., 2021) is a transformer-
based model that applies two theoretical concepts
of metaphor identification: (1) A metaphor’s literal
meaning is different from its metaphorical meaning
in the sentence. (2) The metaphor is unusual in the
context of the sentence. MrBERT (Song et al.,
2021) employs a similar architecture to MelBERT,
adding the encoded grammatical local context of
the query token.

Few-shot learning refers to learning from a small
number of training examples. One few-shot tech-
nique for NLP is pattern exploiting training (PET)
(Schick and Schütze, 2021) over the RoBERTa ar-
chitecture. PET, requiring task-specific unlabeled
data, uses natural language patterns to represent
the inputs as cloze style questions. Answers are
then filled in by the predictions of the language
model. ADAPET (Tam et al., 2021) extends PET by
providing denser supervision during fine-tuning,
outperforming PET without the need of unlabeled
data.

GPT-3 (Brown et al., 2020) takes few-shot abili-
ties forward and demonstrates strong performance
without directly fine-tuning on task-specific data.
Instead, in the few-shot scenario, at inference time
it is presented with a few labeled instances as a part
of the query.

3 Metaphor Detection Model

Metaphor detection can be regarded as a token-
classification task within a sentence. The word in

question in a given sentence can be classified either
as metaphoric or literal.

In this work, we experiment with the formula-
tion of metaphor detection as a yes–no question
answering (QA) task with two concatenated inputs:
a question and a passage, that is, a text segment to
which the question refers. For each word in ques-
tion, we suggest several different constructions of
questions and passages. These formulations are
shown in Table 1 and are referred to as f1–f3. We
add f4 to assess the contribution of a question-like
phrasing.

Our suggested architecture for metaphor detec-
tion is presented in Figure. 1. We begin by fine-
tuning a RoBERTa base model (Liu et al., 2019)
on QA data (see Section 4.1). Next, this model
is fine-tuned on different sizes of metaphor data,
phrased as questions.

The results are compared to the RoBERTa base
model and to DeepMet. Since we are aiming to
analyse the advantages of the QA model in a few-
shot scenario, rather than to outperform the state of
the art, our baseline models are ones that are simi-
lar in terms of architecture and additional resources.
Training on the entire VUA dataset we are experi-
menting with, the RoBERTa baseline achieves the
F1 score of 71.4, while MelBERT, the current state
of the art, attains an F1 of 72.3.

4 Data

4.1 Yes–No Question-Answering Datasets

BoolQ. BoolQ (Clark et al., 2019) is a reading
comprehension dataset comprised of 13K yes–no
questions on various topics, each question relates to
a different passage. The train split consist of 9.4K
instances, with a ratio of 0.62 positive:negative
labels.

WordNet. We utilize WordNet (Fellbaum, 1998)
to extract yes–no questions to train a question an-
swering model. WordNet curates a large collec-
tion of English lexemes, along with their differ-
ent senses and different usage examples for each.
When the different meanings are completely unre-
lated (like the word bank used for a financial insti-
tution or for sloping land), we rely on the context
to determine the right meaning. This is somewhat
related to the task of metaphor detection due to the
fact that the model needs to address the alternative
meanings a word may have.

For each word and sentence example, we con-
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Figure 1: Our suggested metaphor detection model is fine-tuned on top of a yes–no question answering model.

Question Passage
f1 Is <e> word </e> used metaphorically? sentence
f2 Is <e> word </e> used metaphorically in <s> sentence </s>? metaphor definition
f3 Does <e> word </e> mean as if or like word? sentence
f4 word sentence

Table 1: Different formulations of questions for metaphor detection. For metaphor definition we use, “Metaphor is a
figure of speech in which a word or phrase is applied to an object or action to which it is not literally applicable”,
taken from Merriam-Webster.

struct two sets of questions and passages using the
following pattern:

Question: Does <e> word </e> mean definition?
Passage: sentence example

The correct definition is used to form a pair of
question and passage with a “Yes” answer, and a
random definition is chosen from the rest of the
glosses for word to form a question with a “No”
answer. This construction requires WordNet entries
with more than one definition. We split the dataset
into a training set of 32K instances and evaluation
set of 7.5K instances. Both splits are fully balanced
in respect to positive and negative labels. Note that
there is no overlap of words between the two splits.

4.2 VUA Metaphor Dataset
We train and evaluate on the widely used VUA cor-
pus (Steen et al., 2010), with the splits provided in
(Leong et al., 2020); see Table 2 for details. The
metaphoric tokens that are annotated in this corpus
are of four parts of speech: nouns, verbs, adjec-
tives and adverbs. We use VUA in two different
formats: the original, token classification format,
and the yes–no question answering format, denoted
VUAqa.

5 Experiments

5.1 QA Models
We begin by training several QA models, each on
a different dataset: (a) The BoolQ model is trained

Sentences Tokens Positive fraction
Train 12109 72611 18%
Test 4080 22198 17%

Table 2: Number of sentences, tokens and percentage
of positive tokens in the VUA dataset.

on the entire BoolQ data. (b) WordNet is trained
on the entire WordNet. (c) Mix is trained on both
the BoolQ and WordNet datasets.

The models are RoBERTa-base fine–tuned on
two inputs – a question, followed by a passage (De-
vlin et al., 2019). We train for 10 epochs with batch
size 32 and learning rate 1×10−5. The number
of training epochs is selected over the validation
splits.

5.2 Metaphor Detection Models

We fine-tune each QA model on different subsets
of VUAqa, each subset of a different size, up to
500 sentences. Since each sentence contains mul-
tiple query tokens, for each sentence from VUA
there are several training instance in VUAqa, and
thus 500 sentences annotated for metaphors on a
token level transform into a few thousand train-
ing examples for all models that perform sequence
classification for the single token in question. Each
experiment is repeated four times with different
random seeds, and we report the average F1 score
and its standard deviation. In these experiments,
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(a) BoolQ model (b) WordNet model (c) Mix model

Figure 2: Average F1 score over different training-set sizes, averaged over random seeds. Shaded areas indicate the
standard deviation.

our aim is to analyze the competence of the under-
lying QA models in a zero- and few-shot scenario.
We use a single set of parameters for all QA-based
models. Specifically, a learning rate of 1×10−5,
batch size of 32, and 2 epochs. Following (Chen
et al., 2020), we balance the weight at a ratio of 1:3
in favor of the positive label.

We use the following two baselines:
(a) A RoBERTa based sequence classifier that
is fine-tuned on top of the RoBERTa pretrained
model, similar to the baseline in (Choi et al., 2021).
The input to this model is the concatenation of the
sentence and the token in question, with the sep-
aration token in between. This baseline evaluates
the contribution of the underlying question model.
Note that this input is different than f4, since for
f4, the token in question is the first input to the
classifier. Since f4 is an input to a QA underlying
model that accepts the question first, we maintain
this order. However, for the baseline, since there is
no QA model involved, we keep the recommended
order for such classification tasks.
(b) DeepMet. For each dataset size, we fine tune
four models with different random seeds and the
results are averaged, similarly as for the QA-based
models.

For the RoBERTa baseline, we tune hyper-
parameters for each training data size with the tech-
nique suggested by (Zheng et al., 2022). Specif-
ically, we experimented with batch size of 32,
learning rate in {1×10−5, 3×10−5} and number
of training epochs in {2, 3}. DeepMet is evalu-
ated with its default hyper-parameters. We also
experimented with a RoBERTa token base classifi-
cation, a baseline suggested in (Chen et al., 2020).
While performing similarly to the sequence classi-
fier when both were trained on the full data (Choi

et al., 2021), for the few-shot scenario it is infe-
rior to the sequence based classifier, and thus we
omit it from the figures. We include the score of a
classifier that randomly predicts “Metaphor” with
the probability of the positive class over the entire
dataset (18%), and the score of the classifier that
always predicts “Metaphor”.

We begin with the evaluation of the different
input patterns for our three models. Figure 2 shows
the performance of the four patterns for each model.
There is a clear advantage to all question-based
patterns, with pattern f3 being the dominant one.
Zero-shot is only relevant for our models, since the
RoBERTa baseline is fine-tuned over a pretrained
model and not a classification model. For all our
models, the results in zero-shot mode are lower
than the “always metaphor” baseline; thus, our
architecture is not appropriate for this scenario.

Next, we assess the contribution of the underly-
ing QA models. From Figure 2, we conclude that
there is an overall advantage to the WordNet model
over the BoolQ one across most patterns, and the
Mix model is the best of all three.

In Figure 3, we compare our best model, namely,
Mix with f3, with the best RoBERTa baseline and
with DeepMet. Our model outperforms both base-
lines by a significant margin. In addition, we see a
smaller standard deviation for our model, indicat-
ing that this architecture is more stable for small
training datasets.

6 Conclusions and Future Work

QA-based models were shown to be effective for
metaphor detection when training data is very lim-
ited. We analyzed the contribution of the question-
like phrasing and the underlying QA model, and
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Figure 3: Mix model compared with the two baselines,
RoBERTa and DeepMet.

report strong baselines for the few-shot scenario.
Another contribution is the use of WordNet.

Transformer-based language models are pretrained
on unlabeled data, thus many linguistic resources
that were previously extensively used are less
needed now. We have shown how the high-quality
annotated data from WordNet can be utilized to
train a QA model that can answer questions about
semantics. We believe that similar techniques can
generate high-quality datasets for training models
for other NLP tasks.

As future work, we suggest exploring natural
language inference models as underlying models
for metaphor detection. Those models have been
shown to be strong zero-shot models for various
NLP tasks, so they can probably be of assistance in
the metaphor domain. Another direction we aim to
explore is the combination of our QA based tech-
nique with models such as DeepMet and MelBERT.
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