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Abstract

In this paper, we describe our system for the
FinNLP-2022 shared task: Evaluating the Ra-
tionales of Amateur Investors (ERAI). The
ERAI shared tasks focuses on mining profitable
information from financial texts by predicting
the possible Maximal Potential Profit (MPP)
and Maximal Loss (ML) based on the posts
from amateur investors. There are two sub-
tasks in ERAI: Pairwise Comparison and Un-
supervised Rank, both target on the prediction
of MPP and ML. To tackle the two tasks, we
frame this task as a text-pair classification task
where the input consists of two documents and
the output is the label of whether the first doc-
ument will lead to higher MPP or lower ML.
Specifically, we propose to take advantage of
the transferability of Sentiment Analysis data
with an assumption that a more positive text
will lead to higher MPP or higher ML to facil-
itate the prediction of MPP and ML. In exper-
iment on the ERAI blind test set, our systems
trained on Sentiment Analysis data and ERAI
training data ranked 1st and 8th in ML and
MPP pairwise comparison respectively. Code
available in this link.

1 Introduction

Financial Opinion Mining (Chen et al., 2021b,a),
the focus of the FinNLP-2022 shared task ERAI,
has attracted the attention of the Natural Language
Processing (NLP) community in recent years (El-
Haj et al., 2021; Mariko et al., 2022; Lyu et al.,
2022) for its potential use in financial analytic such
as stock movement and volatility prediction (Chen,
2021). The FinNLP-2022 shared task ERAI (Chen
et al., 2022) targets at extracting profitable informa-
tion from financial documents particularly the posts
from amateur investors. In the shared task, ERAI
aims to predict the Maximal Potential Profit (MPP)
and Maximal Loss (ML) conveyed by the posts
from amateur investors as such mined opinions
could be possibly used to analyse the financial mar-
ket.
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To tackle this task, we firstly frame it as a text-
pair classification task where the input consists of
two documents from different amateur investors.
And the output is the label of whether the first
document will lead to higher MPP or lower ML.
Second, we take advantage of Sentiment Analysis
data that have been shown to be useful in financial
NLP (Chen, 2021; Wan et al., 2021; Valle-Cruz
et al., 2022). Moreover, sentiment data are rich-
resource and can be easily obtained (Liu, 2012) and
the ERAI data that is in relatively small scale could
benefit from it. Specifically, we use sentiment anal-
ysis data with an assumption that more positive text
would give a higher profitable outcome. Practically,
we build the ERAI-like dataset based on sentiment
analysis data via iteratively sample two documents
from sentiment analysis corpus, if the sentiment
polarity of the first document is more positive than
the second document then we think the first docu-
ment would lead to higher MPP as well as higher
ML (as a more positive document could mean a
more aggressive action which could lead to higher
MPP but also with high risk resulting in higher
ML). Then we use the ERAI-like sentiment data
to pre-train our model, of which the basic architec-
ture is a text-pair classification model, and further
fine-tune it with the ERAI training data.

In experiment, we employ BERT-Chinese (De-
vlin et al., 2019) as our base model since ERAI data
is in Chinese. We experimented with three different
strategies for training our model: 1) BERT-Senti:
only use sentiment data thus fully relying on the
transferability of sentiment data; 2) BERT-ERAI:
only use ERAI training data; 3) BERT-Senti+ERAI:
fine-tune our model after training it using sentiment
data. We submit the three systems trained based
on the above strategies to ERAI Pairwise Compar-
ison blind test set. We submit the first system for
ERAI Unsupervised Ranking evaluation as it is
only trained on sentiment data thus it’s an unsuper-
vised system. The experimental results on ERAI
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Figure 1: The main architecture of our model. We transfer the sentiment data to the ERAI text-pair classification

task.

blind test set show that our BERT-Senti achieves
1st and 8th in ML and MPP pairwise comparison
with accuracy of 59.77% and 52.87% respectively.
Our BERT-Senti achieves average MPP and ML
of 13.97% and -8.25% for Unsupervised Ranking,
which ranked at 10th and 13th respectively.

2 Methodology

The main architecture of our proposed approach
is shown in Figure 1, where we take advantage of
the sentiment data to construct a ERAI-like dataset
based on an assumption that a more positive doc-
ument would lead to higher MPP and a more neg-
ative document would lead to higher ML. We pre-
train our model based on the ERAI-like sentiment
data followed by fine-tuning with the ERAI training
data. The resulting systems are submitted to ERAI
Pairwise Comparison and Unsupervised Ranking
for evaluation.

2.1 Transferring Sentiment Data

We propose to utilize sentiment data as it has been
shown that sentiment polarity information can be
useful for Financial Opinion Mining (Chen, 2021;
Valle-Cruz et al., 2022). Specifically, we assume
that a more positive document would lead to higher
MPP and a more negative document would lead to
lower ML. Based on this assumption, we build our
ERAI-like data via iteratively sampling two docu-
ments from sentiment corpus, if the first document
has more positive sentiment polarity then we as-
sign the document-pair with higher MPP label and

higher ML label. The detailed process is shown in
Algorithm 1.

Algorithm 1: The process of constructing
ERAI-like based on sentiment corpus

S: Sentiment Corpus

examples = ||

for i in iteration do

Sample d; from S

Sample dy from S — d;

if d1.sentiment > do.sentiment then
d.textl = d;

d.text2 = ds

d.MPP =1

d.ML=0

end

if d1.sentiment < ds.sentiment then
d.textl = dy

d.text2 = do

d.MPP =0

dML=1

end
examples.append(d)

end

2.2 Pairwise Comparison

Based on the ERAI-like dataset built in Section 2.1
and ERAI training data, we adopt three strategies to
train our BERT model: 1) only use ERAI-like senti-
ment data built in Section 2.1 and therefore produce
an unsupervised system; 2) only use ERAI training
data; 3) firstly pre-train using ERAI-like sentiment
data followed by fine-tuning with ERAI training
data. These three strategies result three correspond-
ing systems: BERT-Senti, BERT-ERAI and BERT-
Senti+ERAI. We train the BERT model using our
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data as a text-pair classification task in which two
documents are concatenated and assigned with dif-
ferent segment ID. The prediction head consists of
two layers: one for predicting whether the first doc-
ument would lead to higher MPP (1), the other one
for predicting whether the first document would
lead to higher ML (0).

2.3 Unsupervised Ranking

For unsupervised ranking, we employ our BERT-
Senti system since it is only trained on our ERAI-
like sentiment data thus BERT-Senti is an unsuper-
vised system. However, the output of our systems
in Section2.2 only indicate whether the first docu-
ment would lead to higher MPP or ML (boolean
value) with a real-valued number. To address such
a gap, we reshape the Unsupervised Ranking task
as a text-pair classification task where we com-
pare the MPP and ML prediction of each document
to all other documents in Unsupervised Ranking
dataset. The document with more predictions of
higher MPP and lower ML with obtain a higher
rank. The process is shown in Algorithm 2.

Algorithm 2: Unsupervised Ranking based
on pairwise comparison

U: Unsupervised Ranking Corpus
for d in U do
ford inU — d do
if &.MPP > d' .MPP then
| dMPP+ =1
end
it ML < d .ML then
| dML+=1
end
end

end
sort(U,key = M PP)
sort(U, key = ML)

3 Experiment

3.1 Data

The training set and test set of ERAI Pairwise Com-
parison task contain 200 and 87 examples respec-
tively, the test set of the Unsupervised Ranking task
contains 210 examples. We shown some examples
from ERAI Pairwise Comparison training set with
corresponding English translation in Table 3. The
sentiment analysis data we used is from (Zhang and
LeCun, 2017), which is a fine-grained sentiment
classification dataset based on news in Chinese '

Systems MPP Systems ML

Jetsons_1 62.07% DCU-ML_1 59.77%
Yet_1 57.47% DCU-ML_3 59.77%
Yet_2 57.47% PromptShots_2 54.02%
Yet_3 57.47% uoa_l 54.02%
LIPI_2 57.47% aimi_l 52.87%
LIPI_1 54.02% LIPI_2 50.57%
fiona 54.02% fiona 48.28%
DCU-ML_1 52.87% LIPI_3 48.28%
DCU-ML_3 52.87% DCU-ML_2 45.98%
uoa_l 51.72% PromptShots_1 45.98%
DCU-ML_2 51.72% LIPI_1 44.83%
Jetsons_3 49.43%  Jetsons_2 41.38%
aimi_1 48.28% PromptShots_3 41.38%
PromptShots_2 48.28%  Yet_1 40.23%
Jetsons_2 47.13% Yet_2 40.23%
PromptShots_3 47.13% Yet 3 40.23%
PromptShots_1 47.13% Jetsons_1 37.93%
LIPI_3 44.83%  Jetsons_3 36.78%

Table 1: The evaluation results for ERAI Pairwise Com-
parison task, where our systems are DCU-ML_1, DCU-
ML_2, DCU-ML_3, which correspond to BERT-Senti,
BERT-ERAI and BERT-Senti+ERAI respectively

that has 5 classes (Very Negative, Negative, Neu-
tral, Positive, Very Positive).

3.2 Training Setup

We employ BERT (Devlin et al., 2019) which
has shown superior performance across many
NLP tasks (Zhang et al., 2020; Bommasani et al.,
2021)as our base model. Our implementation is
based on BERT-Chinese (Devlin et al., 2019; Cui
et al., 2020) from Huggingface (Wolf et al., 2020).
We train our system with a learning rate of 2 10~
for 2 epochs for BERT-Senti and 20 epochs for
BERT-ERAI and BERT-Senti+ERALI, the batch size
is set to 64 for BERT-Senti and 4 for the other sys-
tems. We use a maximum gradient norm of 1. The
optimizer we used is AdamW (Loshchilov and Hut-
ter, 2019), for which the e is setto 1 x 1078. We
perform early stopping when the performance on
validation set degrades.

3.3 Results

The evaluation results on the blind test sets for
ERAI Pairwise Comparison and Unsupervised
Ranking are shown in Table 1 and Table 2. The
results in Table 1 show that our BERT-Senti
and BERT-Senti+ERAI outperform BERT-ERALI,
which show the effectiveness of the transferability
of sentiment data. Moreover, our BERT-Senti and

'feng in https://github.com/zhangxiangxiao/glyph#download BERT-Senti+ERALI outperform all other systems in
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Systems Average MPP of Top 10% Posts  Systems Average ML of Top 10% Posts
PromptShots_2 24.39% Baseline -2.46%
PromptShots_3 23.76% Yet_3 -3.24%
PromptShots_1 22.53% LIPIL_1 -4.11%
LIPI 2 18.27% aimi_1 -4.17%
Baseline 17.61% Yet_1 -4.35%
LIPI_1 17.46% LIPI 3 -5.56%
UCCNLP_3 14.81% Yet_2 -5.77%
Yet_3 14.61% UCCNLP_3 -5.85%
aimi_1 14.02% UCCNLP_1 -6.22%
DCU-ML_1 13.97% UCCNLP_2 -6.77%
UoA_1 12.35% PromptShots_1 -7.80%
Yet_2 12.10% LIPI 2 -7.81%
LIPI 3 11.83% DCU-ML_1 -8.25%
UCCNLP_2 11.34% UoA_1 -9.39%
UCCNLP_1 11.10% PromptShots_3 -12.33%
Yet_1 8.52% PromptShots_2 -13.04%

Table 2: The evaluation results for ERAI Unsupervised Ranking task, where our submitted is DCU-ML_1, which

corresponds to BERT-Senti.

Document-1 Document-2 MPP ML
Label Label

FEWUEEERHEEST CBE T E SR B o A34%E 0 0
LA 3% ] LLSE R (Zhongshou can 8 (Zhongshou launched the offensive
prepare to sell it to the development today and moved closer to 34.)
gold.)
AEE LB T SR 1 KEERERD T100025%k F4~E 0 0
feel like moving up What do you think  {STBTE 5 =1 26 (The Yongfeng Finan-
about it?) cial Volume has been reduced by more

than 1,000 pieces. Will it stop at the

highest point?)
REEEMGEE NS BEZ  ZM—B i —RE Lo RER 1 1

e REBERIEEFREEIEE) (Low
buying the market has begun to emerge,
but it should also be consolidated re-
cently (unless there is new progress

KiE, A BB BRI LT (As soon as
Honghe opened, rushing up all the way,
the rise was a bit too high, I hope to rise
steadily)

news))

Table 3: Examples from ERAI Pairwise Comparison training set with English translation, where O represents lower

MPP and lower ML for Document-1.

ML prediction with an accuracy of 59.77%. The
results of BERT-Senti and BERT-Senti+ERALI are
the same, we think the possible reason could be
that the relatively small scale of test set (87 ex-
amples) introduces little variance on performance.
In Unsupervised Ranking task, our submitted sys-
tem BERT-Senti achieves an average MPP and ML
of 13.97% and -8.25 respectively, which indicates
the need for further improvement. We think the
possible reason for that BERT-Senti fails to select
documents with higher MPP and lower ML could
be that sentiment data only provides a binary esti-
mation for which document leads to higher MPP
or lower ML, which is not precise. Besides, the

noises in the prediction of Pairwise Comparison
also makes it more difficult for accurately identify-
ing the MPP and ML for documents.

4 Conclusion

In this paper, we proposed to use sentiment analy-
sis data to enhance the ERAI shared task, results
show that our proposed approach achieves superior
performance in Pairwise Comparison, showing the
effectiveness of our method. The results on Unsu-
pervised Ranking task indicate there is still room
for further improvement.
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Limitations

Our method relies on a strong assumption that
a more positive document would lead to higher
MPP and a more negative document would lead to
lower ML. However, this is an empirical assump-
tion which needs more careful investigation before
further using.
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