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Abstract

Recent natural language understanding (NLU)
research on the Korean language has been
vigorously maturing with the advancements
of pretrained language models and datasets.
However, Korean pretrained language mod-
els still struggle to generate a short sentence
with a given condition based on composition-
ality and commonsense reasoning (i.e., gener-
ative commonsense reasoning). The two ma-
jor challenges are inadequate data resources
to develop generative commonsense reason-
ing regarding Korean linguistic features and
to evaluate language models which are neces-
sary for natural language generation (NLG).
To solve these problems, we propose a text-
generation dataset for Korean generative com-
monsense reasoning and language model eval-
uation. In this work, a semi-automatic dataset
construction approach filters out contents in-
explicable to commonsense, ascertains qual-
ity, and reduces the cost of building the
dataset. We also present an in-depth analy-
sis of the generation results of language mod-
els with various evaluation metrics along with
human-annotated scores. The whole dataset is
publicly available at (https://aihub.or.
kr/opendata/korea-university).

1 Introduction

With the advent of Transformer (Vaswani et al.,
2017) model, the importance of language resources
and language modeling in natural language pro-
cessing (NLP) has been heightened. Indeed, vari-
ous studies on Korean language resources, such
as Korean morpheme analysis (Matteson et al.,
2018; Kim and Colineau, 2020; Moon and Okazaki,
2020), natural language understanding (NLU) tasks
including KorNLI and KorSTS (Ham et al., 2020),
KMRE (Lee et al., 2020), and KLUE (Park et al.,
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\(Content Morpheme-set XILZH7H4FIE7| (pass#dog#iet)
\| KoGPT2: 77t ME7| 918 X|Lp7tn Uct.

> A dog is passing over the jet.

Human: HE7|7t 7§ 91§ XIL7tn Qict.

> A jet is passing over the dog.

Content Morpheme-set SH#2#XXH7| (wipe#nose#sneeze)

KoBART: F%7|7} R& §3 rh.

> Sneeze is wiping the nose.

Human: X7 & stH 3E FopFof st

> (I should) wipe the nose after the sneeze.

Content Morpheme-set ItQIONZE#Z#t[#2 (pineapplettknifestcutiteat)

mBART-50: DfelojZ0iA &g Hlm Hisch,

> (I) cut a knife from a pineapple and eat it.
Human: HQIONES Hozin L= HUC

> (I) cut a pineapple with a knife to eat it.

| mTs: 2{dodo] gotg £ alm 9ok
i > The treadmill is listening to music and running.
|| Human: 2{dojilg g2|HN g8 E=Ch

]
]
]
]
]
]
]
]
i
Content Morpheme-set 2{YM{AlsS#goa| (treadmill#listenstmusic#run) :
]
]
]
]
]
]
I{ > (1) listen to music while running on a treadmill. '

]

Figure 1: Example results of the KoGPT2, KoBART,
mBART-50, mT5, and humans on Korean generative
commonsense reasoning task. The results are sentences
that combine the given content morphemes (in red bold-
face).

2021) are being conducted alongside the studies
on off-the-shelf pretrained language models in Ko-
rean (Devlin et al., 2019; Radford et al., 2019;
Lewis et al., 2020).

Despite the prosperity of Korean NLP research,
two critical problems remain: (i) an absence of a re-
search base for natural language generation (NLG)
and (ii) a deficient ability for models to generate
commonsense knowledge. In other words, (i) there
exists neither a dataset (Gehrmann et al., 2021) nor
standards for evaluating (Celikyilmaz et al., 2020)
the results generated by language models in Ko-
rean because most Korean language resources are
focused on NLU tasks thereby making it difficult
to accelerate the development of NLG research.

(ii) Korean language models encounter difficul-
ties even in generating sentences using simple com-
monsense knowledge. Commonsense knowledge is
a sociocultural knowledge shared by humans (Liu
and Singh, 2004). It is not visible but it is melted
in their words (Tandon et al., 2018). To make natu-
ral sentences using commonsense knowledge like
those made by humans, comprehensive abilities
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of generative commonsense reasoning (Lin et al.,
2020) are needed. This requires holistic understand-
ing of commonsense reasoning (Lake and Baroni,
2018; Keysers et al., 2020) and sentence composi-
tionality (Hahm et al., 2020).

Though people acquire commonsense knowl-
edge and effortlessly use it in their daily
lives, it is challenging for language models
to imitate this ability. As shown in Figure
1, off-the-shelf Korean and multilingual lan-
guage models seem to lack the competence
for generative commonsense reasoning. Some
model-generated sentences do not make sense
(e.g., "7t AEZ] 912 AV k. A dog is
passing over the Jet.", "Zx7)17t ZE
1 9tk Sneeze is wiping the nose."),
use inappropriate prepositions (e.g., "m¢lo=
oA Zg w1 He=th. I cut a knife from
a pineapple and eat it."), or misplace
parts of speech (e.g., "#dujAlo] &oks E7 o
1 ¢Jtt. The treadmill is listening
to music and running.").

To address these issues and inspired by Com-
monGen (Lin et al., 2020), we develop a Korean
CommonGen dataset for generative commonsense
reasoning. The dataset is composed of commonly
used daily-life concepts and sentences made by
combining those concepts. Our dataset differs from
the CommonGen dataset as follows: (i) We collect
Korean corpus and label it to cover Korean socio-
cultural commonsense knowledge. For example,
the sentence of the corpus contains the unique Ko-
rean sociocultural terms "% (return to the
farm)" and "Z7 (dried persimmons)”. (ii)
Although we adopt the image caption data from
CommonGen, we add the summary data of daily
conversations into our dataset thereby obtaining
diverse sentences. (iii) Because Korean language
models use segmented morphemes as vocabu-
lary (Lee et al., 2020; Kim and Colineau, 2020), we
construct the concept set with content morphemes
that have linguistic features and lexical meanings.
(iv) We analyze the evaluation metrics including
the human-annotated score to demonstrate the va-
lidity of the evaluation criteria.

We reduce the cost of data construction signifi-
cantly through an automated method and inspect
the quality and unethical issue of Korean Common-
Gen by crowd-sourcing'. In addition, we conduct

'"We employ Al & Human Resources Platform Crowd-
Works

an in-depth study of our proposed dataset with var-
ious ablation experiments on morpheme segmenta-
tion and training methods. Furthermore, the model-
generated sentences are compared and analyzed
by quantitative, qualitative, and human scores. We
disclose the dataset used in this paper to contribute
to the development of Korean NLG research.

2 Related Works

Commonsense Knowledge Commonsense
knowledge is knowledge about everyday life that
all people possess, and it is arguably the most
general and widely applicable knowledge (Liu
and Singh, 2004). Compared to encyclopedic
knowledge, which returns specific details about
named entities on a modern search engine,
commonsense knowledge includes elusiveness and
context dependence (Tandon et al., 2018).

Compositionality Compositionality is an essen-
tial element that Al systems have to solve for given
conditions. For example, the MS-COCO (Lake and
Baroni, 2018) dataset is utilized for image caption
task generating the description from an image data
as an input data. The task demands the composi-
tionality of the model as the model composes the
natural description. Moreover, SCAN (Lake and
Baroni, 2018) demonstrates mapping instructions
to sequence an RNN model’s ability to generate
continuous behavior. However, these studies have
shown that Al systems still struggle to generate
complete results.

Commonsense Reasoning Commonsense rea-
soning is the ability to infer unrecognized com-
monsense knowledge or relations among given
concepts. In a recent NLP research, various com-
monsense reasoning datasets have been disclosed.
CommonsenseQA (Talmor et al., 2019) organizes
the dataset with closed questions to commonsense
based on the concept of ConceptNet and analyzes
the skills of commonsense reasoning required for
each question by categorizing them. Cosmos QA
dataset (Huang et al., 2019) introduces a question
answering dataset based on the fact that is not exter-
nally revealed in the context. CoS-E dataset (Rajani
et al., 2019) attempts to strengthen the common-
sense training of the model by adding a person’s
description of the commonsense QA. The XCOPA
dataset (Ponti et al., 2020) mitigates the gaps in
commonsense that could arise from linguistic and
cultural differences, while building a dataset.
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Basic Statistics Train Validation  Test
# Content morpheme-sets 43,188 1,000 2,040
- Set size less than 3 5,089 115 334
- Set size 4 10,810 241 604
- Set size 5 13,397 332 577
- Set size 6 12,811 292 513
- Set size more than 7 1,081 20 12
# Unique content morphemes | 40,874 2,000 3,272

- # Unseen single - 332 748

- # Unseen pair - 5,305 10,461
- # Unseen triple - 9,728 17,648
# Additional morphemes - - 4,682
# Sentences 43,188 1,000 6,120
- Average length 26.06 24.74 23.54
- Caption-based rate 45.58 50 48.99
- Dialogue-based rate 54.42 50 51.01

Table 1: Statistics for Korean CommonGen dataset. We
construct a test set to generate sentences by reason-
ing unseen content morphemes in training. # Addi-
tional morphemes is the number of unseen single mor-
phemes counted through extra 4,080 human references.
#Caption-based rate and #Dialogue-based rates mean
the ratio of each data among the total dataset.

Generative Commonsense Reasoning Based on
compositionality and commonsense reasoning, we
concentrate on generative commonsense reason-
ing, the ability required to generate sentences that
conform to commonsense knowledge for given
conditions. In the case of English-based language
models, various studies have improved the ability
of generative commonsense reasoning based on
the CommonGen (Lin et al., 2020) dataset. KG-
BART (Liu et al., 2021b) enhances the model al-
lowing to capture the relationship between nodes in
the graph, while including the ConceptNet knowl-
edge graph in the attention calculation process for
text input. RE-T5 (Wang et al., 2021) reinforces
the input value by using a retriever to import sen-
tences related to the concepts from external knowl-
edge. KFCNet (Li et al., 2021) presents the state-of-
the-art performance in CommonGen by removing
low-quality sentences in external knowledge and
applying contrastive learning, respectively.

However, there does not exist Korean dataset for
generative commonsense reasoning and advanced
research as well. Therefore, in this paper, we aim
to create a new text-generation dataset inspired by
CommonGen (Lin et al., 2020) and grant a direc-
tion for the future Korean NLG research.

3 Korean CommonGen

Korean CommonGen is a text-generation dataset
for Korean commonsense reasoning and evalua-

tion. As depicted in Figure 2, Korean CommonGen
consists of concept sets typically used in daily life
and sentences depicting those concepts. Language
models are trained to generate a sentence by reason-
ing and combining the concepts based on human-
generated sentences. The model-generated result
should include all the given concepts, be grammat-
ically correct and make sense.

Korean CommonGen includes 43,188 training
examples and 2,040 testing examples as presented
in Table 1. Corresponding to one concept set of
content morphemes, the training example com-
prises one sentence, and the testing example con-
tains three sentences. In the case of the training set,
45.58% of examples are English-Korean translated
MS-COCO? (Lin et al., 2014) image caption data,
and 52.42% are Korean dialogue summary data of
AI-HUB?. To make the models learn the seman-
tic role and relation of unseen content morphemes
through commonsense reasoning, the test set has
748 single content morphemes unseen during train-
ing. Additionally, more than one pair of unseen con-
tent morphemes is included in each testing example.
The test set has additional two reference sentences
for every 2,040 content morpheme set annotated
by crowd-sourcing. These additional references en-
able the consideration of the diverse possibilities in
model-generated sentences (Chomsky, 1965). We
allow additional references to include 4,682 newly
annotated content morphemes that do not appear
in the concept set. As a result, the model can ob-
tain a higher score when the generated sentence
has additional morpheme fitted on commonsense.
The dataset is constructed through semi-automatic
approach, and the details are described in §3.1 Au-
tomatic Dataset Construction and §3.2 Annotate
and Refine by Crowd-sourcing.

3.1 Automatic Dataset Construction

We implement the automatic construction approach
with a part-of-speech (POS) tagger, a named entity
recognition (NER) tagger, a sentence level filtering,
and Korean Hate Speech classifier. They extract the
content morphemes, and screen out the sentences
that include unethical expressions, violate common-
sense or have unnatural sentence structures. With
these automated modules, we reduce the cost for
human annotation by $7,766.

nttps://aihub.or.kr/keti_data_board/
visual_intelligence
*https://aihub.or.kr/aidata/30714

2235


https://aihub.or.kr/keti_data_board/visual_intelligence
https://aihub.or.kr/keti_data_board/visual_intelligence
https://aihub.or.kr/aidata/30714

Korean CommonGen

Semi-Automatic Dataset Construction

Input Concepts (Content morpheme-set)

Stage 1. Automatic Dataset Construction

{2k, o, MEZ]}

(pass, dog, jet) Data Source

Filter 2
Sentence Level Filtering

Filter 1

Content Morpheme Extraction Named Entity Filtering

l Image Caption Data

Korean & Multilingual Language Model

{KoGPT2 KOBART mBART mTS}

HEIZ 74 S L2t Machine Generated

iA jet is passing over the doj

W7 MEZ| 915 XUzt

Concept extraction Overly specific sentences Sentence (Index 3)
AP A HET] - -
i d 33 Sentence (Index 45)
Dialog Summary Data S EDE —LocaTion - ARarAct & -
Sentence (Index 3829)
Filter 3 e
Automatic Constructed Dataset Ethical Consideration #1 v
KoBERT-STS
- KoELECTRA .

| A dog is passing over the jet.}

DH7k XLoke HETIE SaichEch)
A dog looks up the jet passing]
L over. 1

Stage 2. Annotate and Refine by Crowd-sourcing

Automatic Constructed Dataset

Evaluation

Ethical Consideration #2 Reference Generation Quality Control

BLEU ROUGE METEOR Filtered Dataset

[ Expert Evaluator } - [ Human Annotator } g { Expert Evaluator }

BERTScore Coverage Human

Figure 2: Overview of Korean CommonGen and pipeline of semi-automatic dataset construction.

Data Sources In this study, we organize the
dataset with the image caption and dialogue sum-
mary sentences describing daily life based on com-
monsense knowledge that does not correspond to
the specific or professional domains.

For data construction, we utilize the Korean im-
age caption dataset released by AI-HUB visual
intelligence, which is translated from the original
English MS-COCO dataset. The caption sentences
in this dataset describe the scenes that occur in ev-
eryday life. It implies that universal commonsense
knowledge implicitly lies in those sentences. As
they are the combinations of objects, and relations
exist in the corresponding (ground-truth) image, it
is appropriate for models to learn how to compose
sentences by considering all the given concepts.

The Korean dialogue summary dataset of Al-
HUB is also adopted for data construction. These
data contain conversations on everyday topics and
include commonsense knowledge that has implicit
Korean sociocultural content. We secure the diver-
sity of sentences and commonsense knowledge by
adding non-visual conversation contents not solely
using image caption sentences based on visual in-
formation, such as conventional CommonGen.

We delete the sentences involving the unex-
pected foreign words and special symbol tokens
in the phase of preprocessing. Both datasets consist
of sentences that take the form of declarative state-
ments. In this process, we unify the structure of sen-
tences to be ended with ‘C}. (i.e., an ending word
in Korean declarative statement) for minimizing
the variances in performance evaluation according
to the decoding hyperparameters or strategies.

Content Morpheme Extraction POS tagging is
the task that assigns the grammatical group tag

to the text based on the language’s perspective
and definition (Kanakaraddi and Nandyal, 2018).
We utilize POS tagging to extract the content mor-
phemes essential for making concept sets. We apply
the morpheme segmentation of ko-mecab (KUDO,
2005) using the Korean morpheme analysis pack-
age KoNLPy (Park and Cho, 2014).

Korean is a highly inflected language with many
inflectional morphemes and has multiple POS tag
patterns. In addition, Korean is an agglutinative
language. If the Korean language is tokenized with
eojeol segmentation by white spaces, the number
of vocabulary units increases exponentially, and the
accuracy of correct tagging decreases. Korean em-
bedded models also operate morpheme segmenta-
tion to avoid expensive computational costs caused
by the exponential increase in new vocabularies
with eojeol segmentation (Lee et al., 2020; Kim
and Colineau, 2020). Therefore, we adopt the mor-
pheme segmentation method to improve efficiency
and suitability.

When creating the concept set, we employ the
content morphemes. The content morphemes in-
clude the definite actions, states, or semantic infor-
mation of the sentence. They involve the verb and
adjective stems, and some adjectives are grammati-
cally similar to the verbs in Korean. Therefore, it is
possible to create a sentence with the content mor-
phemes, considering both the semantic relations
between them and their grammatical usage.

Based on the criteria of the content morpheme
tagging, we classify the nouns (NNG, NNP,
NNB, NNBC, NR, NP), determiners (MM),
adverbs (MAG, MAJ), verbs (VV, VA, VX,
VCP, VCN), radixes (XR), and interjections (IC)
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as the content morpheme*. However, the proper
noun (NNP), numeral (NR), pronoun (NP) are
only understandable in certain situations and
perspectives among the content morpheme. Thus,
we delete the sentences including NNP, NR, and
NP in the process of morpheme segmentation. The
detailed differences according to the segmentation
are described in §6.

Named Entity Filtering NER is a subtask of In-
formation Extraction, which attempts to recognize
the named entities such as a person, location, and
quantity from the unstructured text (Nadeau and
Sekine, 2007). We utilize the NER to remove the
sentences including the non-commonsense knowl-
edge from the data sources.

As mentioned above, the Korean dialogue
summary dataset of AI-HUB carries the daily
conversations, which means it contains common-
sense knowledge in abundance. However, there is
a possibility that the sentences consist of specific
domain knowledge that is shared only by the
particular group or time. Named entities, such as
specific names of persons, organizations, and loca-
tions, are not commonsense entities because most
people do not comprehend them. For instance,
"2 el HolARt Adl 7]de ofd A Zrh
(Yoonho looks kind, but he is not
talented for the entertainment.)",
name of person ‘&% (Yoonho)’ is vague to be
categorized as commonsense knowledge.

We vacate the sentences containing the non-
commonsense knowledge with NER tagging in the
phase of dataset construction. In the NER tagging,
we adopt the neural network model in Pororo li-
brary’ and remove the 119,355 sentences contain-
ing the non-commonsense named entities.

Sentence Level Filtering Through NER and
POS tagging, a substantial number of sentences
with non-commonsense knowledge can be filtered
out. However, there remain several sentences that
contain awkward translations or do not properly
reflect commonsense knowledge. To filter out these
residues, we selectively extract sentences that fol-
low common Korean sentence structure and contain
rich commonsense knowledge at the sentence level.

These are proceeded by the comparison between
sentences within the same morpheme. For the se-

*https://www.korean.go.kr/front/
onlineQna/onlineQnaView.do?mn_id=216&
gna_seqg=209597

Shttps://github.com/kakaobrain/pororo

lection process, we apply inverted index to every
s € S that contains unique content morpheme
x € X. A setof inverted indexed sentences for each
context morpheme z is denoted as s* = {s7}
where the maximum size of Ny is set to 100.
Then, based on the contextual representation em-
bedding of the language model, we estimate the
similarity score between every two diverse sen-
tences in s* using the KoBERT® fine-tuned with
the KorSTS (Ham et al., 2020) dataset. More specif-
ically, the similarity score 7; ; between two se-
quences s, s7 is estimated as shown in Equation 1.

9ij = c(W(hij) +b) ey

h;; indicates the KoOBERT encoded representation
of the concatenated sequence s7, s§. o denotes ac-
tivation unit and W, b are trainable parameters of
a linear pooling layer. To figure out descent sen-
tences that fluently follow the common Korean sen-
tence form and contain rich commonsense knowl-
edge within the same content morpheme, we set up
scorei for each sentence s7. score; is estimated
by summing up all the similarity score §; ; between
s7 and other sentences, as shown in Equation 2.

z .
score; = Yijg | — Yii 2

We evaluate score; for each sentence s; and sort
all the sentences in a descending order. According

to their scores, the top-2 sentences are selected for
each unique content morpheme.

Ethical Consideration Machine-translated MS-
COCO can deviate from the intended purpose or
have aggressive terms because of cultural differ-
ences. Also, a dialogue summary of daily conversa-
tions can include socially inappropriate or discrim-
inatory content. Thus, we filter out these expres-
sions so that models cannot unintentionally return
inappropriate responses to some triggers.

To detect unethical expressions, we use the Ko-
rean Hate Speech Detection (Moon et al., 2020)
dataset. As a model, KOELECTRA is pretrained
with the ELECTRA (Clark et al., 2019) structure
and Korean corpora. KOELECTRA is trained to
classify whether input sequences contain gender
biased or aggressive representation. The classifier’s
predicted 1,083 results are potentially unethical

®https://github.com/SKTBrain/KoBERT
"https://github.com/monologg/KoELECTRA
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risk statements, including either gender bias or of-
fensive. Among them, 172 sentences contain both
gender biased and offensive problems.

However, we note that the classifier is not com-
plete (Roller et al., 2021); thus, we reschedule those
results with a secondary inspection through two ex-
pert annotators. The classifier tends to be overly
sensitive to words that refer to a particular gender
(e.g., male, female) or words that can be used ag-
gressively (e.g., cut, bound, etc.). In addition, the
published source data: MSCOCO and AI-HUB Dia-
logue Summary, have completed pre-validation and
data curation. We find the problem that most of the
predicted sentences are false-positive. Therefore,
we conduct a second round evaluation to consider
whether the sentences conform to the definition of
commonsense knowledge and do not deviate from
social norms. In the second round, two human anno-
tators majoring in linguistics and computer science
remove 124 sentences with criminal, drug, and ex-
cessive biased among predicted 1,083 results.

3.2 Annotate and Refine by Crowd-sourcing

We generate additional reference sentences us-
ing the extracted content morphemes via crowd-
sourcing. Employing the expert human annotators,
we also check the quality of the references and
implement secondary inspection on the dataset to
filter out sentences that contain ethical issues.

Reference Generation To evaluate the diversity
of model-generated sentences, we produce addi-
tional 4,080 references based on the 2,040 concept
set designated as test data. We employ 22 human
annotators with bachelor’s degrees through crowd-
sourcing®. The working guidelines are as follows:
First, we ensure the additional references are not
similar or do not merely change the position of
the subject/verb/object. Second, the given content
morphemes are preserved, and the annotators can
append extra modifiers conforming to common-
sense. Third, references do not incorporate overly
specific named entities or numerical expressions.

Quality Control 17 expert annotators holding
bachelor’s degrees in Korean language or linguistic
secure the quality of the automatic constructed data
via secondary inspection and assessment’. Since
the references determine the model’s performance,

8The construction cost for one sentence is 0.13$, and the
working period is three weeks.

“The inspection cost for one sentence is 0.04$, and the
working period is two weeks.

human correction is performed on the references to
maintain high quality leading to 303 inappropriate
sentences being removed.

4 Experiments Settings

4.1 Evaluation Metrics

The evaluation metrics consist of n-gram overlap-
ping, semantic similarity, content morpheme cov-
erage, and human score. We use automatic evalua-
tion metrics based on n-gram overlapping such as
BLEU (Papineni et al., 2002), ROUGE (Lin, 2004),
and METEOR (Banerjee and Lavie, 2005). These
metrics compute the token level similarity between
model-generated candidate and reference sentences.
Next, we utilize BERTScore (Zhang et al., 2019)
as semantic similarity and evaluate the outputs us-
ing mBERT and KoBERT to identify differences
between multilingual and monolingual models. We
also indicate the concept coverage which is the av-
erage percentage of given concepts that exist in
model-generated sentences.

To estimate human evaluation, we employ 17
expert annotators as per the conditions specified
in §3.2 to evaluate four criteria as follows: (i)
Grammar Correction: Is it a valid sentence for Ko-
rean grammar?; (ii) Factuality: Does it contain the
given content morphemes as much as possible?;
(>iii) Commonsense: Is it following commonsense
knowledge?; (iv) Fluency: Is it a natural sentence
for a mother tongue speaker? The human annota-
tors score each measure with 2 points for excellent,
1 point for regular, and O points for insufficient.
Moreover, we estimate human annotator perfor-
mance by considering their reference sentences in
the test set. We develop a system of prediction by
comparing each annotator’s references to calculate
inter-annotator agreement. We measure the inter-
annotator agreement of 3 evaluators with Fleiss’
Kapa (Fleiss, 1971). Overall Fleiss’ Kapa coeffi-
cient correlations for each human evaluation are
Commonsense 0.426, Factuality 0.478, Fluency
0.401, and Grammar Correction 0.344; therefore

have moderate reliability among evaluators'.

4.2 Baselines

The baselines include GPT2 (Radford et al.,
2019) using only the decoder structure of Trans-
former (Vaswani et al., 2017) and BART (Lewis
et al., 2020) using the encoder-decoder. Among

"Each model-generated sentence is evaluated by randomly
selected 3 among 17 human annotators.
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Model Size BLEU3 BLEU4 ROUGE-2 ROUGE-L METEOR mBERTScore KoBERTScore Coverage
KoGPT2 (Radford et al., 2019)  125M 29.24 18.91 43.36 60.41 39.89 84.08 90.92 79.43
KoBART (Lewis et al., 2020) 124M 39.54 29.16 53.60 68.55 51.17 87.41 92.59 93.65
mBART (Liu et al., 2020) 610M 41.83 31.63 54.21 68.36 52.08 87.25 92.26 91.39
mBART-50 (Tang et al., 2020)  610M 40.51 30.20 53.50 68.18 50.90 87.31 92.26 91.71
mT5-small (Xue et al., 2021) 300M 34.18 23.29 49.48 66.46 46.10 87.39 92.28 92.02
mT5-base (Xue et al., 2021) 580M 40.87 30.22 54.87 70.21 51.76 88.15 92.77 94.83
mTS5-large (Xue et al., 2021) 1280M  46.33 35.90 58.91 72.78 56.52 88.54 92.92 95.07
Human Performance 49.12 41.64 61.02 73.29 58.60 91.13 95.26 98.30

Table 2: Experimental results of various baselines on the Korean CommonGen test set.
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Figure 3: Correlation of automatic evaluation metrics among Korean and multilingual language models. The box’s
color is deep with reddish, and the score is the more extensive the white boldface, the higher correlation.

the models with the mentioned structure, we use
KoGPT2!' and KoBART'? pretrained with Ko-
rean corpora. We also conduct experiments on
mBART (Liu et al.,, 2020), mBART-50 (Tang
et al., 2020), and mT5 (Xue et al., 2021) based on
encoder-decoder as multilingual language models.

5 Quantitative Evaluation

We conduct a quantitative analysis of our dataset
as shown in Table 2. First, encoder-decoder mod-
els exhibit higher performance than the decoder-
only model. The decoder-only model is limited
in reconstructing input content morphemes into
acceptable quality sentences based on generative
commonsense reasoning only with uni-directional
prompt engineering (Liu et al., 2021a). Moreover,
the encoder-decoder models with an encoder can
formulate sentences based on bi-directive embed-
ding information for given content morphemes.
Second, KoBART has a model parameter of
124M which is smaller than that of the mBART
and mBART-50 models (whose model parameters

"https://github.com/SKT-AI/KoGPT2
Phttps://github.com/SKT-AI/KoBART

are 610M) but exhibits partially competent perfor-
mance. This result shows that if the models are of
identical structure, the multilingual model with a
high proportion of machine-translated data in the
pre-training process may encounter difficulties in
generating high-quality sentences based on genera-
tive commonsense reasoning.

Third, mBART, and mBART-50 show simi-
lar performance. In the case of mBART-50, low-
resource languages have the effect of improving,
but high-resource languages present partial degra-
dation because of the curse of dimension. Korean is
a medium-resource language, but its performance
decreases like other high-resource languages.

Forth, mT5-large model has the most model pa-
rameters of 1.3B, and the pre-training method us-
ing sequence-to-sequence task form with prompt
engineering appears to impact it positively. Addi-
tionally, the mT5-large shows the most comparable
execution to human performance and higher cov-
erage and semantic scores than BARTs. However,
most of small size baselines still have tribulation
generating sentences containing all of the given
content morphemes, and overall performance is
lower than humans.
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6 Ablation Study

We attempt to demonstrate the validity of concept
extraction and data sources. Thus, we perform ab-
lation studies with respect to the concept set and
data source configuration method.

6.1 Other Than The Content Morphemes

The first ablation study is conducted by tokenizing
the set of concepts into noun and verb as suggested
in CommonGen and free morphemes that can be
used alone depending on the presence or absence
of independence. According to the configuration
method of the concept set, Figure 3 shows the cor-
relation between automatic evaluation metrics and
Table 3 exhibits the performance of the baselines.

The p-value for the correlation of all evaluation
metrics is less than 0.05 (statistical significance).
As depicted in Figure 3, content morpheme con-
cepts have the highest overall correlation with other
evaluation metrics. Table 3 also shows that this ap-
proach has the highest performance in most evalua-
tion indicators. Through these results, we find that
constructing concepts based on content morpheme
has minimized the loss of information required for
complete Korean sentences.

When it comes to free morpheme concepts, the
concept set does not include the vocabulary of
verbs and adjectives. As described in Figure 3, dif-
ficulty in constituting sentences increases dramati-
cally, and correlations with the evaluation metrics
are lowered by omitting information on verbs and
adjectives, which are core components of a sen-
tence. Consequently, free morpheme concepts over-
look most of the valuable information, making it
challenging to infer essential semantic components
to compose sentences and exhibit inferior perfor-
mance, as shown in Table 3.

Next, in the case of noun and verb concepts,
Figure 3 shows the lowest overall correlation with
other evaluation metrics. Table 3 also presents the
performance gap between evaluation metrics which
is considerable on account of omitting information
on adjectives and adverbs according to the com-
bination of concepts. In addition, it is tough to
reproduce the relationship between the word root
and ending according to the conjugation of Korean
in forming sentences. Therefore, all baselines have
difficulty with sentence composition considering
inflectional units and indicate the lowest coverage
on average.

Among the configuration methods of the concept

Free Morph BLEU3/4 ROUGE2/L METEOR m/koBERTScore Coverage
KoGPT2 21.22/12.39  35.60/55.15 3248 81.02/89.92 75.74
KoBART 24.02/14.78  39.65/57.91 39.01 82.71/90.98 84.27
mBART-50 23.31/13.78  40.49/58.63 39.36 83.79/90.73 84.63
mT5-large 29.54/19.39  44.76/62.72 42.59 84.07/91.02 85.79
Noun & Verb BLEU3/4 ROUGE2/L METEOR m/koBERTScore Coverage
KoGPT2 27.27/17.21  37.60/53.43 30.07 81.35/86.02 67.48
KoBART 42.27/31.53  52.83/66.32 42.83 85.10/88.22 80.22
mBART-50 44.70/33.82  54.18/67.16 43.73 85.39/88.11 80.08
mT5-large 52.37/41.15  59.73/71.67 48.27 86.61/88.50 83.35
Content Morph BLEU3/4 ROUGE2/L. METEOR m/koBERTScore Coverage
KoGPT2 29.24/1891  43.36/60.41 39.89 84.08/90.92 79.43
KoBART 39.54/29.16  53.60/68.55 51.17 87.41/92.59 93.65
mBART-50 40.51/30.20  53.50/68.18 50.90 87.31/92.26 91.71
mT5-large 46.33/35.90  58.91/72.78 56.52 88.54/92.92 95.07

Table 3: Ablation study for concept tokenization method.
Baselines train with Free Morph: Free morpheme con-
cepts, Noun & Verb: Noun and verb concepts, and
Content Morph: Content morpheme concepts.

1C BLEU3/4 ROUGE2/L METEOR m/koBERTScore Coverage
KoGPT2 20.66/12.63  34.87/53.46 31.76 79.49/89.09 68.85
KoBART 33.19/23.62  48.31/65.15 44.84 86.32/92.19 90.38
mBART-50 33.61/24.21 47.36/64.41 43.83 86.13/92.13 87.20
mT5-large  40.19/29.75  53.77/69.66 50.62 88.00/92.74 94.44
DS BLEU3/4 ROUGE2/L METEOR m/koBERTScore Coverage
KoGPT2 17.13/9.22  30.45/49.03 27.70 80.26/88.70 71.84
KoBART 23.62/14.44  39.48/58.28 37.23 85.14/91.08 91.32
mBART-50 23.78/14.71 38.48/57.80 35.63 84.86/90.93 89.78
mT5-large  33.96/23.12  48.11/65.95 45.72 86.91/92.14 94.67
IC&DS BLEU3/4 ROUGE2/L METEOR m/koBERTScore Coverage
KoGPT2 29.24/18.91  43.36/60.41 39.89 84.08/90.92 79.43
KoBART 39.54/29.16  53.60/68.55 51.17 87.41/92.59 93.65
mBART-50 40.51/30.20 53.50/68.18 50.90 87.31/92.26 91.71
mT5-large  46.33/35.90 58.91/72.78 56.52 88.54/92.92 95.07

Table 4: Ablation study for the data source. Baselines
train with IC: Image caption data, DS: Dialogue sum-
mary data, and IC & DS: Image caption and dialogue
summary data.

set, content morpheme concepts have the highest
overall correlation with other evaluation metrics.
This method also shows that the loss of information
required for complete Korean sentences is mini-
mized and that sentence composition considering
the Korean linguistic features is also possible.

6.2 Image Caption or Dialogue Summary

Table 4 shows the results of baselines by dividing
data source into image caption and Korean dialogue
summary. The evaluation data includes both image
captions and dialogue summarized sentences.

The image caption is straightforward but still
contains awkward expressions owing to machine-
translated results. Moreover, the Korean dialogue
summary is relatively elaborated and incorporates
a natural expression of mother-tongues to a wide
range of everyday conversation topics.

As described in Table 4, the entire data combin-
ing the attributes of the two sources demonstrate
the highest performance. These results show that
our dataset requires more diverse sentence com-

2240



position and commonsense reasoning processes
than solely using image caption sources offered by
CommonGen (Lin et al., 2020). Additionally, the
dialogue summary includes various sociocultural
commonsense knowledge of mother-tongues. It is
challenging to feed all contexts with only a small
amount of data. Thus, models trained only with
dialogue summary show lower performance than
those trained only with image caption. Consider-
ing experimental results of Table 4, we organize
the training such that the model first learns im-
age captions and then highly complicated dialogue
summarized sentences.

7 Human Evaluation

We further conduct a human evaluation for model-
generated sentences, as shown in Table 5. The
experimental results show that the mT5 model
achieves the highest score and tendency of the
score distribution parallel to the automatic eval-
uations. This point indicates that the estimation re-
sults with automatic metrics obtained from earlier
experiments are comparable to human agreements.
Closely examining the four evaluation criteria of
human scores reveals that the baselines show the
lowest score on average in fluency compared to
other evaluation criteria and the highest score on av-
erage in factuality. This means that the models are
relatively well-trained to use content morphemes
in complete sentences, but their ability to generate
spontaneous sentences is insufficient.

The correlation score between each evaluation
criteria of human evaluation and automatic evalua-
tion metrics is described in Figure 4. The heatmap
shows that recall-based metrics have high correla-
tions with human scores. This result corresponds
to the demonstrations in (Lin, 2004) and (Banerjee
and Lavie, 2005). In the case of coverage, a dif-
ferent trend showing low correlations with other
human scores except for factuality is observed. It
can be predicted that the criteria we have suggested
and the basis for human judgment are somewhat
consistent. The lower correlation in factuality with
automatic evaluation metrics shows that containing
all the given concepts does not necessarily consti-
tute a well-crafted sentence.

Moreover, human-annotated scores have statisti-
cal significance in correlation with automatic eval-
uation metrics (p.value < 0.05), and show consid-
erably similar values to Figure 3 in BERT-based
semantic scores. However, there are weak posi-

Human evaluation ‘ GC CS FC FL 1T

KoGPT2 0.85 0.74 127 0.64 3.50
KoBART 132 125 174 1.15 549
mBART-50 131 124 171 1.15 540
mT5-large 144 136 1.80 128 5.89

Table 5: Human evaluation for model-generated out-
puts including GC: Grammar Correction, CS: Com-
monsense, FC: Factuality, FL: Fluency, and TT: Total

BLEU3  BLEU4 ROUGE-2 ROUGE-L METEOR mBERT KoBERT Coverage

Human (Tota) ~ 046~ 04 | 055 | 059 [051 | 057 | 05 041
Humen(G0) 042 037 | 051 | 054 046 [ 051 046 033 L oso
Human(cS) = 045 039 | 052 | 054 048 | 051 042 03 -000
Human(FC) 027 023 04 | 047 036 | 051

Human (FL) | 0.45 0.4 051 | 053 048 05 042 028 oo

Figure 4: Correlation heatmap between automatic evalu-
ation metrics (X axis) and human scores (Y axis). We
experiment dividing Y axis into human-annotated GC:
Grammar Correction, CS: Commonsense, FC: Factual-
ity, FL: Fluency, and total score.

tive correlations with other automatic evaluation
metrics. These results show that it is difficult to
evaluate the model’s generative commonsense rea-
soning in the traditional estimation approach, and
advanced research is needed to improve it.

8 Conclusion

In this paper, we propose a Korean CommonGen
dataset including Korean sociocultural common-
sense knowledge and morpheme-based linguistic
features. The dataset heeds the semi-automatic
dataset construction method based on automatic
construction and crowd-sourcing annotation with
quality assessment. We perform a comparative anal-
ysis and an ablation study to demonstrate the valid-
ity of the dataset and evaluation metrics for gener-
ative commonsense reasoning. Moreover, we con-
duct a Korean and multilingual language models’
standard performance experiment to investigate
the dataset’s problems and competencies. In fu-
ture work, the dataset will enhance evaluation met-
rics regarding syntax and diversity of sentences to
improve the interpretation of the model-generated
results. We believe that our proposed dataset will
serve as a fundamental resource to Korean NLG
and commonsense reasoning research.
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A Qualitative Evaluation

We conduct a qualitative analysis on the machine-
generated sentences as illustrated in Figure 5. Qual-
itative evaluation is executed by composing the
content morphemes of the test set to generate sen-
tences based on commonsense. In the analysis, we
separate the model-generated results embracing the
Korean commonsense knowledge into the good
case and the bad case.

Good Case In the case that requires low compli-
cated compositionality and simple commonsense
reasoning, the models tend to generate identical
sentences. When KoGPT2 generates the sentences,
the result shows prominent differences with the
outputs of other models, and it has an inconsis-
tent grammatical correction. On the contrary, Ko-
BART, mBART-50, and mTS5 yield brief sentences
that adopt relatively stable grammar rules and post-
positional expressions.

Bad Case In the case that requires complicated
compositionality and struggling commonsense rea-
soning, the gap of qualities between the model-
generated sentences is more significant than the
opposite case. KoGPT2 generates incoherent sen-
tences that exploit the given content morphemes
repetitively or contain many errors in common-
sense reasoning. KoBART induces more natural
Korean sentences than the other models, but the
results are still harsh to understand owing to their
ambiguous expressions. From the multilingual lan-
guage models, mBART-50 yields unnatural sen-
tences like machine-translated sentences. In addi-
tion, the models show semantically incorrect re-
sults as if the models misunderstand the meaning
of some words like ‘#]|t}j(discharge).” The mT5 em-
ploys more manageable words and brief sentences,
including all given content morphemes as much as
possible.

Although the ability of the Korean monolingual
language model’s compositionality still seems in-
sufficient, the results show that the models partially
understand the content morpheme with a cultural
specialty such as the conscription system. In con-
trast, the multi-language model shows substantial
compositionality and abnormal usage of the content
morpheme with cultural specialty as its limitation.
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REO0|#Z0[#HQt (yut#together#tsuggest) Good Case

KoGPT2: ®iE0|§ #O0| Hetstn Rct.

> (I am) suggesting yut together.

KOBART: Z0| ®i=0|& 3ixtn HQtstan Uct.

> (I am) suggesting to play yut together.
mBART-50: ZO| R&0|3[xt1 Htstn Uct.

> (I am) suggesting to play yut together.

mT5: 0| RF0|8xtn Hjetstn QAct.

> (I am) suggesting to play yut together.

Human 1: 7bE3} Z0| ®50| 3t AHE Heksict.

> (I) suggest playing yut together with family
Human 2: 0| ®i=0[5{xt1 H|Qtstn QUCE.

> (I am) suggesting to play yut together.

Human 3: ¥HEO| 25 0| R=0|F stxtn Hetsjct.
> (I) suggest that everyone play yut together on holidays.

Ao A s H#7t (celebrity#discharge#talk#military#join)

KoGPT2: ZrH 7tM edoelel 2o 7k 2o chsfA Ect.
> (I) talk about celebrities’ joining the military in the military.

KOBART: H[cstn ZrHofl 7hs <Aool ChafA Zetct,

> (I) talk about celebrities who are joining the military after

being discharged.

mBART-50: ZIHE 7t2{= HolAloAl A 7tatn estn ACt.

> (I am) talking the celebrities who want join the military

to be discharged.

mT5: QojQlo] ZrHofl 7tM HchE st fAct.

> A celebrity joins the military and is talking about being discharged.

Human 1: @olel 3 +7} ZHE 7tn ACh3H=X Zetn ACH

> (I am) talking about celebrities who will join the military and be
discharged.

Human 2: ZHE 2t AojQlo] HcHgtcta wetct.

> A celebrity who joined the military says that he will be discharged.
Human 3: H[cgt eloelE2 2ozt 20k sictn Yetct,

> Celebrities who discharged from the military say that joining it is
worth a try.

Bad Case

Figure 5: A case study comparing commonsense genera-
tion in the test set. We categorize the good and bad cases
based on the model-generated sentences’ quantitative
evaluation. The two cases include Korean commonsense
knowledge, ‘Yut’ is related to traditional Korean games,
and ‘military’ and ‘discharge’ are related to the con-
scription, which expresses Korean sociocultural charac-
teristics.

B Further Experiments

We conduct experiments to verify the training
method of commonsense reasoning, assessment
on the data dependency, and expandability within
the commonsense domain.

B.1 High-Level Commonsense Reasoning

Table 6 shows the evaluation results on the mod-
els trained by randomly deleting one concept to
evaluate the high-level commonsense reasoning.
The seeds for the random deletion are set to
{42,52,62,72,82}. Because of the random dele-
tion, the training data get more challenging as if
the model composed the sentence reasoning with at
least one content morphemes not given. The perfor-
mance of the models decreases compared with the
model trained with the entire concept set. Deleted
content morphemes affect the disappearance of the
commonsense knowledge rather than the enhance-
ment of the commonsense reasoning during the
training phase. In the case of mBARTsS, the extent
of the performance decline is the most substantial,
and mBART's show inferior performance than Ko-

BART on average. In addition, compared with the
other models, mT5-base is sensitive to a given situ-
ation of the source input. This result means that a
BART model pretrained with monolingual corpora
is significantly robust, regardless of its small model
size. The models trained with the identical archi-
tecture and corpora show a considerably different
extent of optimization according to the model size
in text generation.

B.2 Reformulated CommonGen Test set

In the following process, we introduce a new evalu-
ation dataset that utilizes the raw data sources that
are of little relevance to the training dataset.

First, based on the knowledge graph, we extract
the concepts at the one-hop links ConceptNet (Liu
and Singh, 2004). The top 20 ranked concepts with
high weights are selected among the 25 according
to the categories suggested in CommonGen. Sec-
ond, the concepts are broadened based on the Con-
ceptNet knowledge graph tagged with the grammat-
ical role and translated as vocabulary units through
NAVER dictionary'? crawling. Third, we employ
two professional annotators who possess high com-
prehension of the task and are proficient in Ko-
rean as a native language'*. The annotators create
a new Korean evaluation dataset combining the
broadened concepts based on the CommonGen test
set and ConceptNet knowledge graph. Fourth, we
construct the dataset with the created sentences
using the reverse extraction method used in §3.1.
Therefore, the new evaluation dataset consists of
1,083 sentences embracing Korean commonsense
knowledge with flawless syntax. Furthermore, uti-
lizing the concepts of the knowledge graph Con-
cepNet representative in the commonsense domain,
we evaluate the dataset’s dependency on the raw
data source of the training dataset.

The performance of the models evaluate with
the reformulated test set, in which two annota-
tors create the sentences using the ConceptNet and
CommonGen test set, are shown in Table 7. We
train the models involving the same data and hy-
perparameters used in the experiment of Table 2.
The models show the maintained performance with
the new dataset constructed by a human using the
other data source within the commonsense domain.
Therefore, this result demonstrates that the mod-
els are not substantially dependent on the specific

Bhttps://dict.naver.com/
The construction cost for one sentence is 0.3$, and the
working period is two weeks.
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Model Seed BLEU 3 BLEU 4 ROUGE-2 ROUGE-L METEOR mBERTScore KoBERTScore Coverage
KoGPT2 (Radford et al., 2019) 42 24.23 15.24 39.73 56.56 38.09 82.29 89.09 78.41
KoGPT2 52 22.39 13.75 37.54 54.44 35.87 81.49 88.80 75.84
KoGPT2 62 24.39 15.19 40.02 56.70 38.77 83.10 90.16 79.85
KoGPT2 72 23.53 14.74 38.82 55.44 37.74 82.40 89.31 79.00
KoGPT2 82 26.14 16.67 40.73 57.78 38.48 82.53 89.71 76.93
KoGPT2 Mean ( + Stdev) 24.14(+1.37) 15.12(+1.05) 39.37(+1.23) 56.18(+1.28) 37.79(+1.14) 82.36(+0.58) 89.41(+0.53) 78.01(*1.61)
KoBART (Lewis et al., 2020) 42 30.11 19.53 47.97 64.29 47.63 85.22 91.78 92.95
KoBART 52 30.31 20.05 47.55 63.76 47.42 85.37 91.65 92.67
KoBART 62 30.34 20.10 47.71 63.61 47.81 87.23 91.73 92.58
KoBART 72 30.32 19.82 47.70 63.92 47.69 85.20 91.69 92.68
KoBART 82 30.63 20.19 47.97 64.19 47.75 85.16 91.70 92.86
KoBART Mean ( + Stdev) 30.34(£0.19) 19.94(£0.27) 47.78(£0.18) 63.95(£0.29) 47.66(+0.15) 85.24(+0.08) 91.71(£0.05) 92.75(+0.15)
mBART (Liu et al., 2020) 42 28.61 17.95 45.53 62.49 45.42 84.64 91.11 90.47
mBART 52 28.97 18.22 4597 62.87 45.29 84.73 91.18 90.23
mBART 62 29.05 18.48 46.07 62.83 46.21 84.90 91.32 90.95
mBART 72 28.69 18.28 4597 62.70 45.89 84.53 91.35 90.75
mBART 82 29.24 18.56 46.06 62.77 45.72 84.65 91.24 90.51
mBART Mean ( + Stdev) 28.91(+0.26) 18.30(+0.24) 45.92(+0.22) 62.73(+0.15) 45.71(+0.37) 84.69(+0.14) 91.24(+0.10) 90.58( +0.28)
mBART-50 (Tang et al., 2020) 42 29.16 18.58 45.84 62.61 45.80 84.90 91.25 90.72
mBART-50 52 29.20 18.64 46.02 62.91 46.02 84.78 91.28 90.59
mBART-50 62 28.12 17.76 45.52 62.59 45.24 84.73 91.29 90.76
mBART-50 72 29.60 19.05 46.22 62.82 45.90 84.85 91.21 90.64
mBART-50 82 30.17 19.64 46.37 62.78 45.62 84.71 91.21 90.21
mBART-50 Mean ( + Stdev) 29.25(+0.75) 18.73(+0.69) 45.99(+0.33) 62.74(+0.14) 45.72(+0.30) 84.79(+0.08) 91.25(+0.04) 90.58(+0.22)
mT5-small (Xue et al., 2021) 42 31.58 21.01 45.80 62.87 43.20 85.58 91.88 87.93
mT5-small 52 31.33 20.81 45.85 62.87 43.26 85.69 91.98 88.44
mT5-small 62 30.71 20.34 45.42 62.80 42.93 85.59 91.96 88.42
mT5-small 72 31.01 20.66 45.63 62.82 43.04 85.62 91.91 87.93
mT5-small 82 31.32 20.78 45.75 63.11 43.11 85.70 91.94 88.53
mT5-small Mean ( + Stdev) 31.19(+0.34) 20.72(£0.25) 45.69(£0.17) 62.89(+0.12) 43.11(+0.13) 85.64(+0.06) 91.93(+0.04) 88.25(+0.30)
mT5-base (Xue et al., 2021) 42 30.86 20.31 47.75 64.51 46.42 86.29 91.98 93.71
mT5-base 52 33.26 23.46 48.90 64.93 47.39 85.99 91.82 93.08
mT5-base 62 30.42 20.70 47.16 63.95 46.10 85.15 91.68 93.06
mT5-base 72 31.29 21.56 47.50 64.05 46.30 85.36 91.81 93.10
mT5-base 82 29.32 19.76 45.67 62.45 44.92 85.10 91.54 93.87
mT5-base Mean ( + Stdev) 31.03(+1.45) 21.16(+1.44) 4740(+1.17) 63.92(£0.95) 46.23(+0.88) 85.58(+0.53) 91.77(+0.17) 93.36(+0.39)
mT5-large (Xue et al., 2021) 42 36.94 25.73 53.28 68.97 52.08 86.89 92.19 94.80
mT5-large 52 36.67 25.80 52.89 68.81 52.89 86.86 92.17 94.90
mT5-large 62 37.07 25.85 53.26 68.86 52.40 86.96 92.22 94.70
mT5-large 72 36.86 25.67 53.05 68.74 52.31 86.79 92.24 94.68
mT5-large 82 37.48 26.45 53.51 68.96 52.54 86.85 92.16 94.64
mT5-large Mean ( + Stdev) 37.00(+0.30) 25.90(+0.31) 53.20(+0.24) 68.87(+0.10) 52.44(+0.30) 86.87(+0.06) 92.20(+0.03) 94.74(+0.11)

Table 6: Performance of generative language models in high-level commonsense reasoning test. Mean refers to an
average value from sampled score using designated seeds, and Stdev is a standard deviation from sampled score

using designated seeds.

data source. Moreover, KOBART is robust on the
domain transfer, and the performances of mBARTSs
are decreased to a great extent in the case of ex-
periment setting transition, revealing similar con-
sequences with the experiment in Table 6. On the
contrary, the performance of KoBART and mT5
models is enhanced indicating the expandability
of the downstream task within the commonsense
domain utilizing our dataset.

B.3 Human Evaluation

We perform human evaluation on the sentences
generated via the model using the new test dataset
irrelevant to the training dataset, as exhibited in
Table 8. Compared to the results of the human eval-
uation using the test dataset relevant to the train-
ing dataset depicted in Table 5, each model has
proximate results in the expected distribution and
tendency, in which mT5-large achieves the best
score. Despite the results in Table 8 evaluated with

the low relevance in test dataset, models achieve
an only marginal lower score than Table 5. This
implies that the models not only learn with the se-
mantic and syntactic role of the content morpheme
in the concept set but also their ability to acquire
unseen commonsense. Moreover, factuality shows
the slightest gap between Table 8 and Table 5. This
result indicates that factuality is more independent
of the training dataset than the other evaluation
metrics.

C Implementation Details

C.1 Training

Generative language models are trained to generate
a reference sentence containing m tokens ;.5 =
{r1,7a,...,rm} by referring a content morpheme-
set containing [ morphemes x5 = {x1, x2, ..., 21 }.
Training is implemented by optimizing the objec-
tive conditional probability of given tokens in an
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Model BLEU3 BLEU4 ROUGE-2 ROUGE-L METEOR mBERTScore KoBERTScore Coverage
KoGPT2 25.08 16.14 38.59 56.67 31.06 86.40 93.84 77.10
KoBART 36.12 26.55 50.63 66.64 44.81 91.23 95.61 95.14
mBART 34.58 25.21 48.14 65.15 42.28 90.78 95.29 94.55
mBART-50  33.67 24.21 47.14 63.92 40.56 90.66 95.44 93.09
mTS-small 28.80 19.08 44.54 62.26 37.34 90.45 95.34 94.18
mT5-base 34.50 24.10 50.25 66.30 43.55 91.67 96.05 96.45
mTS5-large 41.86 31.72 55.51 70.06 49.55 92.27 96.23 96.80

Table 7: Performance of generative language models in translated and reformulated CommonGen test.

Human evaluation‘ GC CS FC FL TT

KoGPT2 074 057 131 047 3.08
KoBART 121 113 185 099 5.18
mBART-50 .17 108 1.78 096 4.99
mT5-large 134 126 1.89 1.15 5.65

Table 8: Human evaluation for model-generated outputs
in reformulated CommonGen test set including GC:
Grammar Correction; CS: Commonsense; FC: Factu-
ally; FL: Fluency; TT: Total

auto-regressive generation. As formulated in Equa-
tion 3, the conditional probability is configured
with model parameters for maximizing the likeli-
hood. The pretrained model parameter is initialized
to 6 by training with dataset D.

m
max W Z log ale(Tt | 7<t; xset)‘|
)eD

(57‘ef Wset t=1
3)

C.2 Hyperparameter Settings

We implement Huggingface'> framework for lan-
guage modeling in a single NVIDIA Quadro RTX
8000 GPU with 48GB and 18-core Intel Xeon Gold
6230 CPU. For KoGPT?2 training, parameters are
trained by batch size 4 with gradient accumulation,
seed 42, learning rate 5 x 10~°, warmup steps 400,
AdamW optimizer (Loshchilov and Hutter, 2019)
(B1 = 0.9, B2 = 0.999, ¢ = 1le — 8), and block
size 128. In the case of encoder-decoder models,
key hyper-parameters are also initialized by default
settings suitable for the model architectures. We
set the hyper-parameters in training stage as batch
size 16 with gradient accumulation, seed 42, initial
learning rate 5 x 1075, warmup steps 400, AdamW
optimizer (81 = 0.9, B2 = 0.999, ¢ = 1e—8), max
source length 64, max target length 256, and source
prefix "summarize" (only for mT5-large).

Bhttps://github.com/huggingface/
transformers

C.3 Decoding Strategy

The decoding strategy is restricted to identical con-
ditions in text generation. We set the beam size
to 10, max sequence length to 30, min sequence
length to 10, and no-repeat n-gram size to 3 for the
imposition of a penalty on duplicate token gener-
ation. We re-rank the generated sentences sorted
in descending order based on five candidate sen-
tences that cover the number of the corresponding
morphemes as the given content morpheme-set and
select the highest rank as a concluding outcome.

D Error Analysis

This section investigates several errors found in our
semi-automatic construction method.

The NER system has difficulty filtering out non-
commonsense knowledge considering every per-
son’s perspectives. In this paper, we define com-
monsense knowledge as most people in the same
society understand implicitly. However, it is chal-
lenging for commonsense knowledge to be defined
with concrete scope and explanation. Therefore,
some named entities can be viewed as common-
sense knowledge to certain people. In our dataset
construction method, the sentences holding the pos-
sibility of non-commonsense knowledge are safely
deleted to maintain the rate of commonsense knowl-
edge. Nevertheless, as the raw data sources pass
through the automatic method, a proportion of sen-
tences among the deleted sentences have the poten-
tial of reusability owing to the flexible definition of
commonsense knowledge.

In the content morpheme extraction process, we
solely use one POS tagger, ko-mecab, as a pilot
study. Rather than discussing the performance of
the various POS tagger, we mention the issues on
the adoption process of the tagger. The process
should include the sub-process of verification on
the candidates of taggers or comparative study on
the multiple datasets constructed with multiple tag-
gers, respectively. The latter sub-process can cause
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costly issues and require a lot of time to imple-
ment because new datasets for taggers should be
reconstructed.

The usage of content morphemes can bring out
uncertainty about whether the concept in the con-
cept set should play a role as a verb or a noun.
This feature embraces both pros and cons. The ad-
vantage is that the concept is granted unrestrained
parts to endow the generated sentences diversity.
The disadvantage is that the generation model may
struggle to choose the semantic role of the concept.
For example, the concept ‘oJof7|(story)’, which
plays a role as a noun, holds the probability of a
role as a verb by combining with the verb derivative
suffix. As a consequence, the generated sentence
mismatches with the answer, conversely, increasing
the diversity of the outputs.

To evaluate high-level commonsense reasoning,
we set the seed and randomly delete one concept
of the concept set. However, this deletion method
is not the best way to assess commonsense rea-
soning. In selecting a concept to be removed, it is
necessary to delete the concept deeply related to
the remaining concepts so that the model can infer
the meaning of deleted concept using the remain-
ing concepts. For example, suppose the knowledge
graph with more numerous data based on Korean
commonsense knowledge such as ConceptNet is
established. In that case, we would delete the more
proper concept from the commonsense knowledge
perspective.

E Crowd-sourcing Template
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Figure 6: The interfaces employed for human annotators experiments on CrowdWorks Al & Human Resources
Platform. Upper box displays content morpheme concepts and a model-generated sentence to request tagging human
evaluation score. 17 expert annotators assess =% A4 (Grammar Correction), 2] &= WY o] H(Factuality),
AHFAFAl(Commonsense), and -3-4-3H(Fluency) as described in §4.1. Lower box also exhibits content morpheme
concepts and an example answer to ask generating two additional human references. 22 human annotators combine
given concepts and produce two references following guidelines in §3.2.
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