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Abstract

Mined bitexts can contain imperfect transla-
tions that yield unreliable training signals for
Neural Machine Translation (NMT). While fil-
tering such pairs out is known to improve fi-
nal model quality, we argue that it is subop-
timal in low-resource conditions where even
mined data can be limited. In our work, we
propose instead, to refine the mined bitexts via
automatic editing: given a sentence in a lan-
guage Xy, and a possibly imperfect translation
of it xe, our model generates a revised version
xg or x,, that yields a more equivalent trans-
lation pair (i.e., <xg¢,X,> OI <X}, Xe>). We
use a simple editing strategy by (1) mining
potentially imperfect translations for each sen-
tence in a given bitext, (2) learning a model to
reconstruct the original translations and trans-
late, in a multi-task fashion. Experiments
demonstrate that our approach successfully
improves the quality of CCMatrix mined bi-
text for 5 low-resource language-pairs and 10
translation directions by up to 8 BLEU points,
in most cases improving upon a competitive
translation-based baseline.

1 Introduction

Neural Machine Translation (NMT) for low-
resource languages is challenging due to the
scarcity of bitexts, i.e., translated text in two lan-
guages (Koehn and Knowles, 2017). Models are of-
ten trained on heuristically aligned (Resnik, 1999;
Baiién et al., 2020; Espla et al., 2019) or automati-
cally mined data (Schwenk et al., 2021a,b), which
can be low quality (Briakou and Carpuat, 2020;
Kreutzer et al., 2022). This data can include er-
rors that range from small meaning differences in
sentences that overlap in content to major differ-
ences that yield completely incorrect translations
and random noise, e.g., empty sequences, text in
the wrong language, non-linguistic content, among
others.

*Work done during internship at Facebook AI Research.

MINED BITEXTS

ENGLISH MARATHI GLOSS
She visited her sister. F STRTHT We & 3T They are visiting the doctor.
He was born in London. T S ASTHE ST, He was born in London.
I am not going back. HivR fad 31 @Ta 11, The cat is eating her food.

L IMPROVING MINED BITEXTS J

FILTERING

She visited her sister. o STeRAHT W 2 3Tl They are visiting the doctor:

He was born in London. TGl ST WSAHEA §1T@T.  He was born in London.
BITEXTEDIT

He is visiting a doctor. F STRTHT Ve 3 3T He is visiting a doctor:

He was born in London. el 5 WSAHEA S He was born in London.

Tam not going back. Y O% T ATE 1 am not going back.

Figure 1: Noisy bitexts consist of a mixture of good-
quality, imperfect, and poor-quality translations. Filter-
ing decreases the size of training samples which is cru-
cial for low-resource NMT. Our approach, alternatively,
revises noisy bitexts via utilizing imperfect translations
in a more effective way, while keeps the size of training
data untouched.

Filtering out noisy samples from web-crawled bi-
texts is therefor standard practice for building high
quality models (Koehn et al., 2018), and is par-
ticularly helpful in low-resource settings (Koehn
et al., 2019, 2020). Despite the popularity of this
approach, we argue it has two key limitations. First,
partially correct translations provide signal that is
lost if the entire example is dropped (see first sam-
ple bitext in Figure 1). Second, filtering out sam-
ples exacerbates the data scarcity problem for the
long-tail of low-resource language-pairs.

In this paper, we instead aim to make use of as
much of the signal from the mined bitext as pos-
sible. We propose an editing approach to bitext
quality improvement. Our model takes as input
a bitext (i.e., (xf,Xe)), and edits one of the two
sentences to generate a refined version of the orig-
inal (i.e., X} or x;,) as necessary. By framing the
problem as a bitext editing (BITEXTEDIT) task,
we can perform a wide range of operations from
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copying good-quality bitext, to partial editing of
small meaning mismatches, and translating from
scratch incorrect references. Following previous
extrinsic evaluations of bitext quality (Koehn et al.,
2019, 2020; Schwenk et al., 2021b,a), we compare
NMT models trained on the original and revised ver-
sions of CCMatrix bitexts. Concretely, we report
consistent improvements in translation quality for
10 low-resource NMT translation tasks: EN<>OC,
IT<>0C, EN<>BE, EN<+MR, and EN<+SW, while in
most cases we even improve upon a competitive
translation-based baseline. Crucially, BITEXTEDIT
yields from 4 — 8 BLEU point improvements in the
more data-scarce settings (i.e., EN-OC, IT-0C). Ad-
ditionally, our quantitative and qualitative analyses
indicate that BITEXTEDIT improves bitext quality
in higher-resource settings with lighter editing that
targets more fine-grained meaning differences.

2 Background

Bitext Mining The idea of using the web as a
source of parallel texts has a long history (Resnik,
1999). Recent advances in multilingual represen-
tation learning (Artetxe and Schwenk, 2019; Liu
et al., 2020) enable the curation of mined bitexts
across multiple languages at scale. For instance,
combining LASER (Artetxe and Schwenk, 2019)
embeddings with nearest neighbor search allows
for effective bitext mining from Wikipedia, i.e.,
WikiMatrix (Schwenk et al., 2021a) and Common-
Crawl monolingual texts, i.e., CCMatrix (Schwenk
et al., 2021b). While the latter approach requires
parallel text supervision to train the multilingual
sentence representation encoder, Tran et al. (2020)
shows that it can be extended to an unsupervised
framework via iterative self-supervised training.

Issues in Bitext Quality Kreutzer et al. (2022)
manually audit the quality of multilingual datasets
in 205 language-specific corpora that result from
automatic curation pipelines, including bitexts
from CCAligned (El-Kishky et al., 2020), WikiMa-
trix (Schwenk et al., 2021a), and ParaCrawl (Bafién
et al., 2020; Espla et al., 2019). All have sys-
tematic issues, especially for low-resource lan-
guages. The vast majority of low-resource pairs
contain less than 50% valid translations. However,
they do often share structural similarity and par-
tial content. Briakou and Carpuat (2020)—in a
more fine-grained annotation study—highlight that
small content mismatches are even found in high
resource pairs: 40% of English-French WikiMa-

trix sentence-pairs have small meaning mismatches.
Our work aims at improving bitext quality via elim-
inating their systematic issues via editing.

Bitext Quality vs. NMT Training Khayrallah
and Koehn (2018) demonstrate the often signif-
icant impact of various types of noise on NMT,
via increasing the percentage of 5 types of artifi-
cially injected errors on a clean English-German
corpus—mimicking frequent issues in parallel texts
(i.e., copying, wrong language, non-linguistic con-
tent, short segments, empty sequences). Ott et al.
(2018) also argue that data uncertainty resulting
from noisy references contributes to the miscalibra-
tion of NMT models. Apart from noisy references,
small meaning mismatches have also a measurable
impact on various aspects of NMT: Briakou and
Carpuat (2021) show that models trained on syn-
thetic divergences output degenerated text more
frequently and are less confident in their predic-
tions. In contrast with prior studies that discuss
how imperfect references interact with NMT train-
ing solely for high-resource pairs, we primarily
focus on low-resource settings and improve NMT
models by improving their training bitexts.

Bitext Quality Improvement The most stan-
dardized approach to improving bitext either dis-
cards an example or treats it as a perfect train-
ing instance (Koehn et al., 2018). Past submis-
sions to the Parallel Corpus Filtering WMT shared
task employ a diverse set of approaches covering
simple pre-filtering rules based on language iden-
tifiers and sentence features (Rossenbach et al.,
2018; Lu et al., 2018; Ash et al., 2018), learning to
weight scoring functions based on language mod-
els, extracting features from neural translation mod-
els and lexical translation probabilities (Sdnchez-
Cartagena et al., 2018), combining pre-trained em-
beddings (Papavassiliou et al., 2018), and dual-
cross entropy (Chaudhary et al., 2019). In contrast
to prior work, and similar to ours, Briakou and
Carpuat (2022) propose to revise imperfect trans-
lations in bitext via selectively replace them with
synthetic translations generated by NMT of suffi-
cient quality. Our work builds on top of prior work
and instead of filtering out all the imperfect bitexts,
we selectively edit them and keep them in the pool
of training data targeting low-resource NMT.
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|_> xe=  No equivalent technology exists on the market.

Bitext Mining xr= Aev vrapygl avtioToryn texvoroyia 6To epmdpIo.

% -wlﬂ
S

x'p= | Aev vmapyer avtictoryn TeXvoloyio gTov kbauo.

;o
Xo=

Bitext Editing

There is no competitive technology right now. |

No equivalent technology exists on the market.

Agv vapyer avtiotoryn teXvoloyia gzov kbapo.

<f>  Aevomapyel avrictoyn TeXvoLoyio 6TO EUTOPIO.

No equivalent technology exists on the market. <MASK >

There is no competitive technology right now.

<MASK >

Agv vrdpygt avictoryn texvoloyia oTo EpTopIO.

Agv vapyel avticToryn TeXvoloyia 6To ERTOPIO.

<f>  Aevundpyel avrictoyn TeXVoLoYio 6TO EUTOPIO.

TRANSFORMER

<e>  Noequivalent technology exists on the market.

<e>  No equivalent technology exists on the market.

Figure 2: BITEXTEDIT training strategy: Our multi-task model is trained using synthetic supervision from mined
bitexts. Starting from an original bitext (z.,x ), we mine imperfect translations x’f and x/, for each reference
using LASER (Bitext Mining). A sequence-to-sequence Transformer model is trained to translate and reconstruct
the original references given synthetically extracted bitexts representing imperfect translations (Bitext Editing).

3 Approach: BITEXTEDIT

We frame bitext refinement as an editing task (i.e,
BITEXTEDIT) that takes two input sentences: a
sentence x¢ in language f and a sentence X, in
language e, and aims at editing one of them (i.e.,
it outputs x; or x,,) with the goal of yielding a
more equivalent translation pair (i.e., <xg , X,>
or <xj, X¢>). Figure 2 gives an overview of our
approach while below we describe the bitext refine-
ment model (§3.1) and the curation of data needed
to train our model based on bitext mining (§3.2).

3.1 Bitext Editing

Architecture Our bitext editing model is a trans-
former sequence-to-sequence architecture. Each
bitext (Xf, Xe) is encoded via adding position em-
beddings that are reset for each input sentence to
facilitate their alignment (Conneau and Lample,
2019) and two language embeddings, initialized
at random, to indicate the two languages for the
editing model. The decoder generates autoregres-
sively a refined version of X¢ or Xe, where the first
generated token indicates which of the two input
sentences is edited, as described below.

Learning During training, we optimize the multi-
task loss presented in Equation 1, which has two
components. The first represents a edit-based re-
construction loss (i.e., Lepir) that reconstructs one
of the two sentences, e.g., X¢ started from a noised
version of the original bitexts e.g., x; and xe. We
make this loss bi-directional via adding a symmetri-
cal loss that reconstructs X, from x¢ and X, respec-
tively. The second component, is implemented as a
bi-directional translation loss (i.e., Lyr) via mask-
ing the inputs of the target translation directions

(e.g., generate Xe given x¢ and <MASK>). Finally,
in both losses a language identification symbol (i.e.,
<f> or <e>) is used as the initial token to predict
the language of the output text.

L=

>

(logp([«» xe] | (x¢,x5)) + logp ([<f> x¢] | (xf, xe)) +
(vaxe)

Lgpir

logp([<e> xe] | (xf,<MASK>)) + logp([<f> xg] | (<MASK>,xe))>

ot

)
Inference At test time, our model takes as input
a possibly imperfect bitext and edits one of the
reference translations, while first generating the
language identification token. The latter is used to
infer which of the two reference translations gets
revised. Finally, we pair the edited output sequence
with the original input that does not get revised,
yielding a refined bitext.

3.2 Bitext Mining

Our model requires access to x; and x|, training
instances that are treated as noised versions of x¢
and X, respectively. Since our goal is to develop a
model that can refine mismatches found in mined
bitexts at inference time, we want our noised train-
ing instances to share similar properties with the
mined ones, e.g., fluent text in the target language,
possibly imperfect translations of the source text.
To this direction, we take a distance-based mining
approach to construct the noised samples similar
to Schwenk (2018). Unlike Artetxe and Schwenk
(2019) we do not use a margin score on the nor-
malized cosine distance of sentence-pairs to keep
the computation cost low and encourage mining
of more diverse imperfect translations. Concretely,
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given the mined bitext (xf, Xe) and two pools of
monolingual sentences F and &, in language f and
e, we extract x¢ and x, as follows:

Xp = argmax,. » cos(LASER(z), LASER (X)) ®
X, = argmax, ¢ cos(LASER(xX¢), LASER(z))
where LASER (Artetxe and Schwenk, 2019) rep-
resents a multilingual encoder used to extract sen-
tence embeddings for each sentence, while the most
similar sentence is returned based on nearest neigh-
bor retrieval. Furthermore, this formula is extended
to retrieval of top k sentences, while we also allow
mining of the original CCMatrix translations. The
latter happens to expose the model to good transla-

tions at training time, that should not be edited.

4 Experimental Setting

Bitexts We focus on CCMatrix data for two main
reasons: a) it constitutes the only large-scale avail-
able resource for a lot of low-resource language
pairs and b) recent efforts of auditing this corpus
raise concerns regarding the quality of mined bitext
of low-resource pairs. CCMatrix is mined using
LASER embeddings following the max-strategy ap-
proach: a margin score is computed for all mono-
lingual sentences in two languages, then the union
of forward and backward candidates is build and
pairs that score above a pre-defined threshold are
treated as translations. Schwenk et al. (2021b) set
the threshold globally for all languages at 1.06.
Our primary goal is to explore whether bitexts
that are typically discarded by filtering can be re-
fined by our model and thus benefit low-resource
NMT. For this purpose, we define two pools of CC-
Matrix data: Pool A corresponds to CCMatrix data
with LASER scores greater than 1.06, while Pool B
contains bitexts with scores lower than 1.06 and
greater than 1.05. The latter threshold is primarily
chosen since CCMatrix bitexts is only available
above this value. Editing bitexts with even smaller
scores is an interesting area for future work.

Training data Our models are trained based on
procedures described in §3.2, where we use Pool A
to seed the generation of noised training samples
x; and x[,. We mine k samples x; for each xe and
k samples x,, for each x¢, respectively. We set & to
4 and include detailed statistics in Appendix F.

Language-pairs We experiment with the follow-
ing languages: English-Occitan (EN-OC), Italian-
Occitan (IT-0C), English-Belarusian (EN-BE),

PAIR SCRIPTS Pool A Pool B
EN-OC Latin-Latin 0.2M 0.1M
IT-OC  Latin-Latin 0.3M 0.1M
EN-BE  Latin-Cyrillic 0.™ 1.1M
EN-MR Latin-Devanagari  1.5M 2.1M
EN-SW Latin-Latin 1.7™M 0.9M

Table 1: Statistics of CCMatrix bitexts.

English-Marathi (EN-MR), and English-Swahili
(EN-SW). The 5 language pairs are chosen to in-
clude diverse low-resource pairs, which differ ei-
ther in training data size or language similarity.
Tablel summarizes the data conditions.

Comparisons We run several extrinsic evalua-
tions using NMT trained on different versions of
CCMatrix data. First, we train NMT models on
two versions of original CCMatrix data: Pool A
(Schwenk et al., 2021b) and Pool A U B. Second,
we aim at revising Pool B via a) a translation-based
approach that revisits the source-side of the bitexts
via back-translating their target-side with a model
trained on original CCMatrix, (i.e., b(.)) and b)
via editing either the source or the target side of it
using our proposed approach (i.e, r(.)).

Model details Our models are implemented on
top of fairseq (Ott et al., 2019).! We use the
same Transformer architecture as in Schwenk et al.
(2021b), with embedding size 512, 4,096 trans-
former hidden size, 8 attention heads, 6 transformer
layers, and dropout 0.4. We train with 0.2 label
smoothing and Adam optimizer with a batch size
of 4,000 tokens per GPU. We include more model
details in Appendices D and G. We train for 100
epochs and select best checkpoint based on valida-
tion perplexity. We report single run results.

Data Preprocessing We use the standard Moses
scripts (Koehn et al., 2007) for tokenization of EN,
OC, IT, BE and SW and the Indic NLP library2 for
MR. For each language-pair, we learn 60K BPEs
using subword—-nmt (Sennrich et al., 2016b).3

Evaluation We evaluate our models on the de-
vtest of f1ores (Guzman et al., 2019). We re-
port spm-bleu® on detokenized outputs and chrF
(Popovié, 2015) as our second evaluation metric.’

"https://github.com/pytorch/fairseq

https://anoopkunchukuttan.github.io/
indic_nlp_library/

*https://github.com/rsennrich/
subword-nmt

*https://github.com/facebookresearch/
flores

SResults on chrF are included in Appendix A.
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EN—OC IT—0C EN—BE EN—MR EN—SW
1: CCMatrix AUB 20.5 11.5 11.0 12.2 38.1
2: Filtering A 18.1 —-24 1.7 +0.2 9.8 —0.2 12.2 0.0 376 —0.5
3: Translation-based b(AU B) 20.8 +0.3 17.0 +5.5 123 +1.3 155 +3.2 376 —0.5
4: BITEXTEDIT r(AUB) 254 449 19.8 +8.3 12.8 +1.7 158 +3.6 378 —0.3
5: Translation-based AU b(B) 23.0 +2.5 170 +5.5 121 +1.1 154 +3.2 38.8 +0.7
6: BITEXTEDIT AUr(B) 26.0 +5.5 199 +84 13.0 +2.0 153 +3.1 38.3 +0.2
OC—EN OC—IT BE—EN MR—EN SW—EN
7: CCMatrix AUB 24.3 11.6 9.8 13.0 34.8
8 : Filtering A 178 —6.5 11.1 -0.5 7.8 —2.0 11.3 —-1.07 34.8 0.0
9: Translation-based b(AU B) 26.6 +2.3 173 +5.7 9.9 +0.1 13.6  +0.6 33.8 —1.0
10: BITEXTEDIT r(AUB) 28.2 +3.9 185 +6.9 10.7  +0.9 164 +3.4 35.8 +1.1
11: Translation-based AU b(B) 277 +3.4 15.6 +4.0 9.6 —-0.2 5.1 +2.1 36.8 +2.0
12: BITEXTEDIT AUr(B) 28.7 +4.4 18.3 +6.7 10.8 +1.0 16.7 3.7 36.2 +1.8

Table 2: Results on NMT tasks for models trained on different versions of CCMatrix. For each task the first column
denotes spm-BLEU; the second columns (highlighted scores) give the difference of each row with the original
CCMatrix. Models trained on the refined bitexts improve NMT for low-resource language-pairs.

5 Experimental Results

Bitext filtering revisited We first provide empir-
ical evidence that bitext filtering might be a subop-
timal solution to low-resource NMT. Table 2 shows
that filtering out sentence pairs that score below the
predefined threshold of 1.06 (i.e., Filtering) surpris-
ingly hurts translation quality in almost all transla-
tion tasks (rows 2 vs. 1 and 8 vs. 7). This result
is likely because the threshold was optimized for
specific language-pairs, and the fact that—under
low-resource regimes—increasing the amounts of
possibly imperfect translation data might still ben-
efit NMT. Furthermore, this experiment gives us
insights on the quality of the training data our bitext
editing model uses: for IT-OC, BE-EN, and EN-MR
we expect Pool A to provide more noisy training
signals (as BLEU scores of NMT models trained
on it are ~ 11), compared to EN-OC and EN-SW
where the quality of the given bitext is expected
to be significantly better (BLEU scores ~ 18 and
~ 37, respectively).

Editing Pool B Applying BITEXTEDIT to edit
erroneous translations in Pool B (i.e., A U r(B))
improves the quality of NMT systems over the ones
trained on the original CCMatrix corpus (rows 6
vs. 1 and 12 vs. 7). Among the language-pairs con-
sidered, the largest improvements are reported for
IT-OC translation tasks (i.e., +8.4/+6.7), followed
by EN-OC (i.e., +5.5/ + 4.4). The magnitude of
improvements might be explained by the related-
ness of the two languages which facilitates editing
with simpler operations (e.g., copying instead of
translating).

Our approach also brings significant improve-
ments over the original data for distant language-
pairs written in different scripts, despite being
trained on more noisy data, as discussed above.
For example, we see improvements +2.0/ + 1.0
for EN-BE and +3.1/ + 3.7 for EN-MR. On the
other hand, improvements on EN-SW are smaller
(i.e., +0.5/ + 1.8). This is expected given the high
BLEU scores that the original CCMatrix data yields.

Comparison with Translation-based Baseline
Since Pool B bitexts are typically filtered out from
the pool of NMT training instances, one reason-
able way of incorporating them in NMT training is
via treating them as monolingual samples. We ex-
periment with a translation-based model that uses
back-translation—the most popular approach to
employ data augmentation for NMT. Comparing
NMT models trained on CCMatrix augmented with
back-translated Pool B against our revised Pool B
version (i.e., rows 5 vs. 6 and 11 vs. 12) shows that
editing outperforms the translation-based model
for 7/10 tasks, while it yields comparable results
to it for the rest 3.

Editing Pool A and Pool B Since the editing
framework gives us the potential to generalize all
types of operations that might be needed to refine
bitexts, it is also important that it does not perform
overediting (i.e., editing already good quality bi-
texts). For this reason, we also attempt to revise
the entire CCMatrix corpus (i.e., (A U B)), using
our bitext refinement models (i.e., rows 4 and 9).
To better understand the importance of performing
conservative editing on good quality bitexts, we
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Figure 3: Translation quality (i.e., BLEU) of EN—EL NMT models trained on different amounts of Pool A and Pool
B data (i.e., | A| given by x-axis). Across settings, bitext refinement (i.e., A Ur(B)) performs better or comparably
to training on the original CCMatrix (i.e., A U B) or its filtered version (i.e., A).

also compare against the translation-based baseline
(i.e, b(A U B) in rows 3 and 9). First, we observe
that our approach yields consistently significant im-
provements over CCMatrix with the exception of
EN—SW where it performs comparably to it. Sec-
ond, for most tasks the improvements are compa-
rable to those reported when revising only Pool B,
while it is consistently better than the translation-
based approach. It, overall, provides a universal
method that works well in every case.

6 Analysis

We now turn into analysis with a focus on under-
standing the broader space where BITEXTEDIT can
be applied. We experiment with scaling-up bitext
refinement to higher-resource settings in §6.1, we
perform qualitative analysis on the edited bitexts
in §6.2, and quantitative analysis on the types and
intensity of edits in different corpora in §6.3.

6.1 Scaling-up BITEXTEDIT

First, we examine how models trained only on
good quality data (Figure 4) behave as we vary
their quantity. We experiment with English-Greek
EN-EL CCMatrix bitexts and simulate various re-
source settings via downsampling. In low-resource
settings (i.e., |[A] < 1M), translation quality ex-
hibits rapid improvements, with an increase from
100K to 500K training samples boosting BLEU,
by approximately 10 points. In medium-resource
scenarios (i.e., 1 <M|A| < 5M), a proportional in-
crease in the quantity of good quality bitexts yields
smaller—yet, significant—translation quality im-
provements (i.e., moving from 1M to 5M bitexts
yields +2 BLEU). Finally, in high-resource settings
(i.e, |A| > 5), translation quality reaches a satura-
tion point, with BLEU increases being small and
insignificant (i.e., ~ +0.2) as we move from 10M
to 15M training samples.

30 r°
f
1
25 |
1
]
1
20 &
0.1 5 10 15

PoolA size (M)

Figure 4: BLEU for EN—EL NMT trained on varying
size of CCMatrix data (Pool A).

Second, we present a controlled analysis exper-
iment on how bitext refinement impacts the trans-
lation quality of NMT systems under different re-
source settings (Figure 3). Starting from a high
resource language-pair in CCMatrix (here, EN-EL)
we sample good and poor quality bitexts (i.e, A and
B, respectively) representing low- to high- data sce-
narios (e.g, 500K up to 15M sentence-pairs). Then,
we train EN—EL NMT systems on A U B while
varying their distribution to represent three settings:
(a) good quality bitexts overwhelm the training data
(i.e, |B| = |A|/2), (b) good and poor quality bitext
are equally represented (i.e, |B| = |AJ), and (c)
poor quality bitexts overwhelm the training data
(i.e, |B| = 2|A|/). We include more details on
experimental settings in Appendix B.

Across distribution conditions, adding imperfect
translations (i.e., B) to the original good quality
data yields improvements for low-to-medium re-
source settings (i.e, |A| < 5). This results comple-
ment the earlier observations of §5 that question
the appropriateness of a filtering framework in set-
tings where data is scarce. On the other hand, when
moving to high resource scenarios, the additional
signal that results from imperfect references can
have either insignificant (i.e., Figure 3a) or negative
impact (i.e., Figures 3b and 3c) on translation qual-
ity. The latter depends on whether the good quality
data is underrepresented in the training samples.
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= [EN] ccmATRIX

[EL] ccMATRIX
| GLoss
[EN] BITEXTEDIT

After that time the whole group would talk for 5 minutes.

Apyotepa, n oudda perétne {ATnoe and 6Aoug Vo SAOYIOTOUY YLdl TEVTE AETT.

Later, the study group asked everyone to meditate for five minutes.

= [EN] ccmaTRIx

[EL] ccMATRIX
| cLoss
[EN] BITEXTEDIT

We should, however, always be striving to live a sustainable and kind life.

TIdvtor tpémel var moheouye yiow dixonn xon Budouun eipfvn.

‘We must always fight for just and sustainable peace.

[EN] cematrIx
- [EN] cemaTrIx
| cLoss

[EL] BITEXTEDIT
| GLoss

“The western influence came from film and television”, he later explained.

«H hoyoxpiola evietveton 6AO X0t TEPLOGGTERO GTOV XIVNUATOYPAPO o TY tnAedpacny, e&fiynoe o (Sog.

«H Sutn emippor| ipde amd v Tanviar xou TV TNAEGEAGTY , €€AYNCE opYOTERA.

[EN] cemaTRIX
= [EL] ccMmATRIX

| GLoss
[EL] BITEXTEDIT
| cLoss

I could work with a hospital specialist as a clinical assistant (as I have done).

Aovheve &¢ Bondde epeuvnt| TapdhAnia Ue T0 ddaxTopd (OTWS %o EYD)

O propovca va Souhédw Ue Evay eldind 0To VOoOXOUED 1S xhvixds Bondoc (Omwe €y xdvet).

Table 3: Examples of CCMatrix bitexts along with refined sides generated by BITEXTEDIT. =7 denotes the side
([EL] or [EN]) that the model edits, while highlighted segments indicate the meaning mismatches in the original
CCMatrix sentence that gets edited. Greek sentences are glossed to help understanding their meaning.

Third, starting from good quality bitexts of vary-
ing sizes, we train separate bitext refinement mod-
els and edit the corresponding poor quality sam-
ples (i.e., 7(.)) defined earlier. Across the board,
NMT models that are trained on A U r(B) yield the
best translation quality results compared to both
filtering and training on original CCMatrix. How-
ever, we observe that the magnitude of the improve-
ments depends on the data settings. Concretely, bi-
text refinement yields significant improvements on
low-to-medium resource settings (i.e., ~ +2 BLUE
points). On the other hand, in high resource sce-
narios bitext refinement helps mitigate the negative
impact of overwhelming poor quality instances and
performs comparably to filtering. The latter sug-
gests that our refinement strategy improves bitexts
quality across low- to high- resource settings.

6.2 Qualitative analysis

We conduct a qualitative study to confirm that BI-
TEXTEDIT improves the quality of CCMatrix. We
include details on the annotation in Appendix C.
One of the authors manually evaluates a random
sample of 200 EN-EL sentence-pairs where we com-
pare the original bitexts against the refined ones.
Here, we present results on bitext refinement mod-
els that use 0.5M PoolA samples. Manual inspec-
tion on refined outputs of models trained on larger
pools showed similar performance. As shown in

150
B Original

125 B Refined

100

75

50

25 I
0

No difference Some meaning difference

# bitexts

Unrelated

Figure 5: Number of bitexts manually rated as per-
fect translations (i.e., No difference), partial transla-
tions (i.e., some meaning difference), and wrong trans-
lations (i.e., unrelated) for a random sample of original
vs. refined CCMatrix EN-EL data.

Figure 5, our models performs edits that refine
meaning mismatches found in the original CCMa-
trix data. While only ~ 38% of the original sam-
ples contain parallel texts that are perfect transla-
tions of each other, the revised sample contains
~ 70% perfect translations. Finally—apart from
evaluating meaning differences—we also rate flu-
ency of the edited translations. We find that our
model does not suffer from major fluency issues
with 84.5% of their outputs rated as flawless and
15.5% as good. Table 3 presents example outputs
of our BITEXTEDIT approach for English-Greek.
More examples can be found in Appendix E.
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C S D I C S D I
CORPUS EDITED SENT. ALL (%) ALL \ COPIES (%)
Tatoeba 29.80% 97.47 1.88 0.29 0.34 86.38 10.16 1.56 1.88
OpenSubtitles 65.63% 90.46 5.53 1.27 2.73 74.51 14.79 3.39 7.29
ParaCrawl 88.11% 96.30 2.25 0.39 1.04 85.42 889 1.55 4.12

Table 4: TER statistics for bitext refinement of random samples of EN-EL OPUS bitexts. Second column gives
the % of bitexts that get at least one edit operation; the last two columns present the percentage of correct (C),
substituted (S), deleted (D), and inserted (I) tokens for all the bitexts (i.e., ALL) and the subset of bitexts that
receive revisions compared to the original (i.e., ALL\ COPIES).

6.3 Quantitative analysis

Percentage of edited bitexts Table 5 presents
coarse statistics on the percentage of refined bitexts
that exhibit at least one edit compared to the orig-
inal ones. First, we observe that the percentage
of edited bitexts varies across the languages-pairs
studied. This reflects the varying quality of PoolB
samples in different languages and also connects to
the varying magnitude of improvements we show
in Table 2. The biggest improvements are given
for IT-0C, where ~ 76% of the bitexts are edited
by our refinement models. On the other hand, the
smallest improvements are found for EN-SW, with
only ~ 36% of its bitext being revised, probably
due to the already good quality of the initial CC-
Matrix sentence pairs.

Editing EN-EL OPUS corpora Broadly speak-
ing, a good bitext refinement model should be able
to rewrite bitext in a way that improves potential
errors in the original references. At the same time
though, it should avoid over-editing (i.e., avoid
editing an already good translation-pair). We per-
form a quantitative analysis on EN-EL corpora from
OPUS that vary in their quality and extract Trans-
lation Error Rate (TER) label (Snover et al., 2006)
token-level statistics to study both the frequency
and the types of edits that our bitext refinement
models perform. Table 4 presents results on ran-
dom samples (~ 100K) of three popular corpora:
(a) the Tatoeba corpus (Tiedemann, 2020) consist-
ing of human translations, (b) the OpenSubtitles
corpus (Lison and Tiedemann, 2016) consisting
of sentence-aligned subtitles of movie series®, and
(c) the ParaCrawl corpus (Espla et al., 2019) con-
sisting of automatically crawled translations from
translations of European Parliament Proceedings.
As expected, our model performs minimal edit-
ing on the high-quality Tatoeba bitexts. Concretely,

®http://www.opensubtitles.org/, https://
opus.nlpl.eu/OpenSubtitles-v2018.php

PAIR SRC TGT BOTH
EN-OC 34.06% 66.58% 67.48%
IT-OC 34.76% 41.11%  75.78%
EN-MR 58.35% 19.90% 68.07%
BE-EN 21.01% 28.06% 49.06%
EN-SW 14.52% 21.05% 35.57%

Table 5: Percentage of sentences with at least one edit
operation compared to the original for: source-side
(SRC), target-side (TGT), and both sides (BOTH).

only ~ 30% of it gets revised, while as suggested
by the token-level TER statistics even the revised
sentence-pairs mostly consist of substituted tokens.
Further manual inspection reveals that most of
those tokens depict subtle spelling differences be-
tween Greek words. On the other hand, when edit-
ing the samples of automatically extracted bitexts
our refinement model performs more frequent edits:
it revises ~ 65% of OpenSubtitles and ~ 88% of
ParaCrawl bitexts. Interestingly, although a greater
amount of ParaCrawl] texts get revised compared
to OpenSubtitles, edits on the latter are more ag-
gressive as it consists of at least 10% fewer correct
(i.e., €) tokens than the former. A break down on
the types of operations further reveals that editing
OpenSubtitles requires more deletion (i.e., D) and
insertion (i.e., I) operations compared to the other
two. This observation connects to prior efforts on
auditing OpenSubtitles that found sentence seg-
mentation errors (i.e, added extra leading/trailing
words in one side) to be a frequent type error for
this corpus (Vyas et al., 2018).

7 Related Work

Automatic Post-Editing APE aims at automat-
ically correcting the output of a black-box MT
system. Recent approaches on APE (Chatterjee
et al., 2019, 2020) fine-tune pre-trained multilin-
gual models models (Lopes et al., 2019) or trans-
lation models (Yang et al., 2020) on a combina-
tion of gold-standard APE data and artificially aug-
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mented candidates resulting from external trans-
lations. BITEXTEDIT aims instead, at editing im-
perfect translations representing human generated
texts in two languages, without assuming access to
gold-standard training data.

Low-resource MT Haddow et al. (2021) struc-
ture the diverse set of approaches to low-resource
MT to (a) efforts for increasing the amounts of
available bitexts (i.e., data collection; Schwenk
et al. (2021a,b)), (b) methods that explore how
other types of data can be incorporated into MT
(i.e., data exploitation; Baziotis et al. (2020); Zoph
et al. (2016); Garcia-Martinez et al. (2017)), and (¢)
advances in modeling (i.e., model choices; Vaswani
et al. (2017)). BITEXTEDIT is an alernative data
exploitation approach that does not require further
bilingual data or other sources of supervision.

Synthetic Bitext Generating synthetic bitext has
mainly been studied as a means of data augmenta-
tion for NMT through forward translation (Zhang
and Zong, 2016), backtranslation (Sennrich et al.,
2016a; Marie et al., 2020; Hoang et al., 2018), or
round-trip translation (Ahmadnia and Dorr, 2019)
of monolingual resources. Moreover, recent line of
works use the predictions of forward and backward
translation models to induce the creation of new
versions of the parallel data: Nguyen et al. (2020)
diversify the parallel data via translating both sides
using multiple models and then merge them with
the original to train a final NMT model; Jiao et al.
(2020) employ a similar approach to rejuvenate
the most inactive examples that contributes less to
the model performance; Kim and Rush (2016) pro-
pose to train a student model of smaller capacity
on sequence-level interpolated data generated by a
teacher model of higher capacity. Using synthetic
translations to augment or revise real bitexts as-
sumes access to NMT systems of sufficient quality.
Recent works propose methods to automatically
revise noisy synthetic bitexts (Cheng et al., 2020;
Wei et al., 2020). By contrast, our work accounts
for imperfect references in real bitext and is tai-
lored to low-resource settings where NMT quality
is too low to provide reliable candidate translations.

Retrieve & Edit Approaches Retrieve and edit
approaches have been integrated at inference time
for several tasks, such as NMT (Gu et al., 2018;
Zhang et al., 2018; Cao and Xiong, 2018; Hossain
et al., 2020), APE (Hokamp, 2017), dialogue gener-
ation (Weston et al., 2018), among others.

8 Conclusion

We introduce an alternative approach for bitext
quality improvement that we show is better suited
for low-resource language pairs. Instead of filtering
out imperfect translation references that result from
automatic bitext mining, we instead edit them with
the goal of improving their quality. Our editing
models are trained using only synthetic supervision,
which can be gathered at scale for any language pair
that support bitext mining. Extensive quantitative
analysis suggests that our approach successfully im-
proves bitext quality for a variety of language-pairs
and different resource conditions. Furthermore, ex-
trinsic experiments on 10 low-resource NMT tasks
suggest that bitext refinement constitutes a success-
ful approach to improving NMT translation quality
in low data regimes. Those findings highlight the
importance of the good quality bitexts in scenar-
ios where large quantities cannot be guaranteed
and motivate future research on improving low-
resource NMT further.
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A Results on Second Evaluation Metric

Table A presents results on NMT tasks for a second
evaluation metric.

EN—OC IT—0C EN—BE EN—/MR EN—SW
1: 41.59 30.92 29.28 31.19 59.17
2: 39.73 32.26 28.24 31.90 58.76
3: 42.34 40.62 30.96 35.41 58.60
4: 47.40 42.83 31.21 35.01 59.02
5: 44.66 39.01 30.66 35.20 59.50
6: 47.74 43.03 31.08 34.65 59.49

OC—EN OC—IT BE—EN MR—EN SW—EN
7: 48.04 32.90 37.13 37.84 57.10
8: 42.10 33.73 33.51 36.55 57.07
9: 50.99 42.42 37.13 39.99 56.74
10:  52.13 42.42 39.20 42.45 57.96
11:  51.63 38.99 36.99 40.29 58.74
12:  53.86 44.05 39.18 42.71 58.29

Table 6: Results on NMT tasks for the chrF metric (rows
follow the enumeration of Table 2).

B Scaling-Up Settings

Tables 7, 8, and 9 present training data sizes for
experiments in Figure 3.

A 05M 1.0M 5.0M 10.0M 15.0M
AUB 0.75M 15M 7.5M 15.0M 22.5M
Aur(B) 0.7/5M 1.5M 7.5M  15.0M 22.5M

Table 7: Training data size for experiments in Fig-
ure 3(a), where |B| = |A|/2.

A 0.56M 1.0M 5.0M 10.0M 15.0M
AUB 1.0M 2.0M 10.0M 20.0M 30.0M
AurB) 1.0M 2.0M 10.0M 20.0M 30.0M

Table 8: Training data size for experiments in Fig-
ure 3(b), where |B| = |A|.

A 05M 1.0M 5.0M 10.0M 15.0M
AUB 1.5M 3.0M 15.0M 30.0M 70M
Aur(B) 1.0M 2.0M 10.0M 20.0M 70.0M

Table 9: Training data size for experiments in Fig-
ure 3(c), where |B| = 2|A|.

C Manual Annotation Details

For each bitext (i.e., original CCMatrix sample or
refined sample edited by a bitext refinement model)
we rate the degree of equivalence between the two

sentences following the protocol of semantic diver-
gences (Briakou and Carpuat, 2020). Concretely,
a bitext is annotated as having no meaning differ-
ence if it corresponds to perfect translations, some
meaning differences if the sentences share impor-
tant content in common but differ by few tokens
(e.g., small added content, or phrasal mistransla-
tion), and unrelated if the sentences are only top-
ically or structurally related. For rating fluency
we evaluate the output sentence of the bitext re-
finement models in isolation on a discrete scale of
1 to 5, following Heilman et al. (2014) (Other —
Incomprehensible — Somewhat Comprehensible
— Comprehensible — Perfect).

D Fairseq configuration details

Table 10 presents details of NMT training with
fairseq. The same parameters are used to train
BITEXTEDIT models.

—arch transformer

—-share-all-embeddings

—encoder-layers 6

—decoder-layers 6

—encoder-embed-dim 512
—decoder-embed-dim 512
—encoder-ffn-embed-dim 4096
—decoder-ffn-embed-dim 4096
—encoder—-attention-heads 8
—decoder-attention-heads 8
—encoder-normalize-before
—decoder-normalize-before

—dropout 0.4

—attention-dropout 0.2

—-relu-dropout 0.2

-weight-decay 0.0001

—-label-smoothing 0.2

—criterion label smoothed cross entropy
—-optimizer adam
—adam—-betas ’ (0.9,
—clip-norm O
—lr-scheduler inverse sqgrt
-warmup-updates 4000
-warmup-init-1r le-7

-1lr le-3

-max-tokens 4000
—update-freq 4

—-max—epoch 100

0.98)7

—-save—interval 10

Table 10: Fairseq configuration used for NMT training.

E BITEXTEDIT: Model outputs

Table 11 presents model outputs samples edited by
our model for EN-EL CCMatrix instances.
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=1 [EN] ccMATRIX Respect the dignity of all people, regardless of their age.
[EL] ceMATRIX IIotebw oty avayxudtnta agtomoinons GAV Twv dElwy ovipdnwy aveEdotnta and v nhuxio Toug.

| GLoss
[EL] BITEXTEDIT  YefBooudc otny alomeéneia GAmv Twv avip®droy , aveldptnta and v nhxio Toug.

=1 [EN] ccmaTRIX After that time the whole group would talk for 5 minutes.
[EL] ccMATRIX Apyotepa, N opdda perétne {itnoe and dhoug va Slhoytotoly Yio tévte hemtd.
| cLoss

[EN] BrrextEpiT  Later, the study group asked everyone to meditate for five minutes.

[EN] cCMATRIX Say no to fake products and scams.
=1 [EL] CCMATRIX Elnate oyt otic Pedtineg unooyéaelg xou ot GUVAAROYY.

| cLoss
[EL] BrrexTEpiT  Ileite 6y oo Pedtixa mpotdvto xan amdres.

=1 [EN] ccmaTrIX We’re all part of a larger system.
[EL] ceMmATRIX To nédvta etvon uépog evdg peyahitepou LuoTiuaTos.
| GLoss

[EN] BrrextEpiT  Everything is part of a larger system.

=1 [EN] ccmaTRIX Currently, no equivalent technology exists on the market .

[EN] ccmaTRrIx Aev undpyet avTioTOLY N AVTOYOVIOTIXH TEYVOAOYiX 0TOV XOGUO aUTH TN OTIYPH.
| cLoss

[EN] BrtextEpiT  There is no competitive technology in the world right now.

[EN] ccMATRIX “The western influence came from film and television”, he later explained.
7 2 P P 7 N - ,
=1 [EN] ccMATRIX «H hoyoxpiola evieiveton 6AO ot TEQLOGOTERO GTOV XIVNUATOYPEPO o TNV TnAedpaany, eZynoe o (Blog.
| GLoss

[EL] BrrexTEpIT  «H Sutueq emppon Apde and tnv tawvio xon tnv tnAedpoony , e€fynoe apydtepa.

[EN] ccMATRIX Then he paused, surveying the surreal scene.
=1 [EN] ccmaTRIX Ko npdrypott épuye , mpoonepvdviag tov éxminxto Kél .

| GLoss
[EL] BITEXTEDIT ~ 3Tr GUVEYELN CTOUETNOE, EMVEWMPMVTIS TNV COUREIALGTIXT) GXNV.

=1 [EN] CCMATRIX Device installation error is a frequent error.
[EL] ccMmATRIX H axotddhnhn @dpua Bloypapixon, civor éva Tokd cuyvé Addog.
| GLoss

[EN] BrrextEpit  The inappropriate biographical form is a very frequent mistake.

[EN] ccMmATRIX I could work with a hospital specialist as a clinical assistant (as I have done).
=1 [EL] ccMATRIX BolAeve &¢ Bondde epeuvnth TapddAnia pe to Bidoxtopid (6mwe xoun eYh)

| GLoss
[EL] BITEXTEDIT  Oo unopoloo vo Soukédw ue évay eldixd 1o voooxopeio »g xAvixdg Bondog (67 €Y X4vet).

=1 [EN] cCMATRIX We should, however, always be striving to live a sustainable and kind life.
[EL] ccMmATRIX ITévtar mpémet var tahetouye yiow dixoun xan Prodowun etphivn.
| cLoss
[EN] BrrextEpiT ~ We must always fight for just and sustainable peace.

Table 11: Examples of CCMatrix bitexts along with refined sides generated by BITEXTEDIT. =1 denotes the side
([EL] or [EN]) that the model edits, while highlighted segments indicate the meaning mismatches in the original
CCMatrix sentence that gets edited. Greek sentences are glossed to help understanding their meaning.
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Corpus Version License Citation Link

CCmatrix v2 - Schwenk et al. (2021b) https://data.statmt.org/cc-matrix/
FLORES vl CC-BY-SA Guzman et al. (2019) https://github.com/facebookresearch/flores
OpenSubtitles  v2018 - Lison and Tiedemann (2016)  nttps://opus.nipl.eu/opensubtities-—v2018.php
Tatoeba v2 CC-BY 2.0 FR Tiedemann (2012) https://opus.nlpl.eu/Tatoeba.php

ParaCrawl v7.1

Creative Commons CCO Espla et al. (2019)

https://opus.nlpl.eu/ParaCrawl.php

Table 12: Additional documentation of scientific artifacts used in our paper.

F Details on Scientific Artifacts

Statistics on Training Examples Tables 13 and
14 include detailed statistics on training and dev
samples used to train each of the NMT and BI-
TEXTEDIT models discussed in the paper.

Training Dev  Test
Pair |A| |[AU B|
EN-OC 242,982 365,399 997 1,012
IT-0C 309,703 440,283 997 1,012
EN-BE 659,430 3,944,412 997 1,012
EN-MR 1,503,477 3,611,336 997 1,012
EN-SW 1,721,801 2,641,234 997 1,012

Table 13: Number of training/dev/test examples used
to train NMT models in Table 2.

Pair (src-tgt) All  Mined (src) Mined (tgt)
Training samples
EN-0C 3,822,800 965,184 946,216
IT-0C 4,743,350 1,228,328 1,143,347
EN-BE 10,152,596 2,637,575 2,544,460
EN-MR 17,764,241 5,640,928 5,991,336
EN-SW 16,232,991 6,734,355 6,859,214
Dev samples
EN-0C 15,908 3,988 3,966
IT-OC 15,952 3,988 3,988
EN-BE 15,952 3,988 3,988
EN-MR 15,952 3,988 3,988
EN-SW 15,952 3,988 3,988

Table 14: Number of training/dev examples used to
train BITEXTEDIT models in Table 2. The two last
columns (i.e., mined) include further statistics on the
number of mined bitexts consumed by the edit-based
reconstruction loss; the rest of the training samples cor-
respond to machine-translation samples upweighted to
match the number of mined bitexts (i.e., equal contribu-
tion of two losses).

License details We use data derived from OPUS
(https://opus.nlpl.eu/) corpora as sum-
marized in Table 12. All data are solely used for
research purposes.

Original Edited
# Tokens
SRC TGT SRC TGT
EN-OC 3,591,876 3,995,351 3,601,179 3,978,861
OC-IT 5,717,341 5,496,704 5,763,860 5,428,767
BE-EN 97,172,691 43,007,326 16,806,977 19,002,607
EN-MR 36,468,349 32,934,460 36,411,035 3,2830,479
EN-SW  4,1855,796 40,666,513 41,978 701 40,472,724
# Types
SRC TGT SRC TGT
EN-0C 165,310 234,252 169,191 235,503
OC-IT 277,397 278,727 292,357 283,656
BE-EN 531,309 526,289 533,224 381,666
EN-MR 407,977 956,589 379,015 922,184
EN-SW 414,873 802,292 409,0224 791,853
Type-Token ratio
SRC TGT SRC TGT
EN-0C 4.6% 5.9% 4.7% 5.9%
OC-IT 5.9% 51% 5.1% 5.2%
BE-EN 0.5% 1.2% 3.2% 2.0%
EN-MR 1.1% 2.9% 1.0% 2.8%
EN-SW 2.0% 2.0% 1.0% 2.0%

Table 15: Lexical characteristics of Original vs. Edited
version of CCMatrix bitexts.

G Compute Infrastructure & Run time

Each experiment runs on a single machine with
8 GPUs. NMT models require less than 3.5 hours
(e.g., EN-OC on A U B requires ~ 20 minutes to
train). Similarly, BITEXTEDIT models require less
than 13.5 hours to train (e.g., EN-OC requires ~ 5
hours). All models follow the transformer architec-
ture detailed in Appendix D with a total of 166M
parameters.

H Potential Risks

Hallucination detection Our approach intro-
duces synthetic samples (i.e., edited references that
replace the originally human generated samples)
that are later consumed as training instances by
NMT models. One concern of using synthetic in-
stances highlighted by recent work (Zhou et al.,
2021), is the generation of hallucinations (i.e., flu-
ent text that is not tight to the source segment). To
understand whether our method potentially con-
tributes to the issue of hallucinations, one of the
authors examined a small sample of 20 outputs
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generated by three NMT models for EN—EL trans-
lation: 1. a model trained only on 1M of PoolA
data; 2. a model trained on the concatenation of
1M PoolA and 2M PoolB data; 3. a model trained
on the concatenation of 1M PooA and 2M edited
PoolB data. The NMT outputs are annotated labeled
as: incomprehensible, faithful, or contains halluci-
nations following the protocol of Zhou et al. (2021).
All annotated instances are found to be faithful to
the source.

Lexical Richness Synthetically generated data
(e.g., machine-translated instances) are known to
exhibit a decay in lexical richness when compared
to human written texts (Vanmassenhove et al.,
2019). To confirm that our approach does not po-
tentially contribute to this issue, we report more
detailed statistics on how the original and edited
CCMatrix texts differ in terms of lexical features
(i.e., #tokens, #types, and type-token ratio). As
presented in Table 15 the edited text does exhibit a
decrease in the type-token ratio percentage when
compared to the original one.
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