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Abstract

The many-to-many multilingual neural ma-
chine translation can translate between lan-
guage pairs unseen during training, i.e., zero-
shot translation. Improving zero-shot transla-
tion requires the model to learn universal rep-
resentations and cross-mapping relationships
to transfer the knowledge learned on the super-
vised directions to the zero-shot directions. In
this work, we propose the state mover’s dis-
tance based on the optimal theory to model
the difference of the representations output by
the encoder. Then, we bridge the gap between
the semantic-equivalent representations of dif-
ferent languages at the token level by mini-
mizing the proposed distance to learn univer-
sal representations. Besides, we propose an
agreement-based training scheme, which can
help the model make consistent predictions
based on the semantic-equivalent sentences to
learn universal cross-mapping relationships for
all translation directions. The experimental re-
sults on diverse multilingual datasets show that
our method can improve consistently compared
with the baseline system and other contrast
methods. The analysis proves that our method
can better align the semantic space and improve
the prediction consistency.

1 Introduction

The many-to-many multilingual neural machine
translation (NMT) (Ha et al., 2016; Firat et al.,
2016; Johnson et al., 2017; Gu et al., 2018; Fan
et al., 2020; Zhang et al., 2020a) model can support
multiple translation directions in a single model.
The shared encoder encodes the input sentence to
the semantic space, and then the shared decoder
decodes from the space to generate the transla-
tion of the target language. This paradigm al-
lows the model to translate between language pairs
unseen during training, i.e., zero-shot translation.

∗∗Corresponding author: Yang Feng.
Reproducible code: https://github.com/ictnlp/Zero-MNMT.

Zero-shot translation can improve the inference
efficiency and make the model require less bilin-
gual training data. Performing zero-shot translation
requires universal representations to encode the
language-agnostic features and cross-mapping rela-
tionships that can map the semantic-equivalent sen-
tences of different languages to the particular space
of the target language. In this way, the model can
transfer the knowledge learned in the supervised
translation directions to the zero-shot translation di-
rections. However, the existing model structure and
training scheme cannot ensure the universal repre-
sentations and cross-mappings because of lacking
explicit constraints. Specifically, the encoder may
map different languages to different semantic sub-
spaces, and the decoder may learn different map-
ping relationships for different source languages,
especially when the model possesses high capacity.

Many researchers have made their attempts to
solve this problem. Pham et al. (2019) propose to
compress the output of the encoder into a consis-
tent number of states to only encode the language-
independent features. Arivazhagan et al. (2019)
add a regularizing loss to maximize the similarities
between the sentence representations of the source
and target sentences. Pan et al. (2021) propose con-
trastive learning schemes to minimize the sentence
representation gap of similar sentences and max-
imize that of irrelevant sentences. All the above
work tries to minimize the representation discrep-
ancies of different languages at the sentence level,
bringing two problems for NMT. Firstly, these
work usually get the sentence-level representation
of the encoder output by max-pooling or averaging,
which may potentially ignore the sentence length,
word alignment relationship, and other token-level
information. Secondly, regularizing sentence repre-
sentation mismatches to the working paradigm of
the NMT model, because the decoder directly per-
forms cross attention on the whole state sequences
rather than the sentence representation. Besides,
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all the above work focuses on the encoder side and
cannot help learn the universal mapping relation-
ship for the decoder.

Given the above, we propose a method to learn
the universal representations and cross-mappings
to improve the zero-shot translation performance.
Based on the optimal transport theory, we propose
state mover’s distance (SMD) to model the differ-
ences of two state sequences at the token level. To
map the semantic-equivalent sentences from dif-
ferent languages to the same place of the semantic
space, we add an auxiliary loss to minimize the
SMD of the source and target sentences. Besides,
we propose an agreement-based training scheme
to learn universal mapping relationships for the
translation directions with the same target language.
We mixup the source and target sentences to ob-
tain a pseudo sentence. Then, the decoder makes
predictions separately conditioned on this pseudo
sentence and the corresponding source or target
sentences. We try to improve the prediction consis-
tency by minimizing the KL divergence of the two
output distributions. The experimental results on
diverse multilingual datasets show that our method
can bring 2~3 BLEU improvements over the strong
baseline system and consistently outperform other
contrast methods. The analysis proves that our
method can better align the semantic space and
improve the prediction consistency.

2 Background

In this section, we will give a brief introduction to
the TRANSFORMER (Vaswani et al., 2017) model
and the many-to-many multilingual translation.

2.1 The transformer

We denote the input sequence of symbols as x =
(x1, . . . , xnx) and the ground-truth sequence as
y = (y1, . . . , yny). The transformer model is
based on the encoder-decoder architecture. The
encoder is composed of N identical layers. Each
layer has two sublayers. The first is a multi-head
self-attention sublayer, and the second is a fully
connected feed-forward network. Both of the sub-
layers are followed by a residual connection opera-
tion and a layer normalization operation. The input
sequence x will be first converted to a sequence of
vectors. Then, this sequence of vectors will be fed
into the encoder, and the output of the N -th layer
will be taken as source state sequences. We denote
it as Hx. The decoder is also composed of N iden-

Figure 1: The training scheme of our method. x and y
denote a pair of translations; Hx and Hy denote the cor-
responding state sequences. z is the pseudo sentence by
mixuping x and y. ’Dec’ denotes the decoder and there
is only one decoder in the model. ’stop-grad’ denotes
the stop-gradient operation during back propagation.
LCE , LOT , and LAT denote the cross entropy loss, op-
timal transport loss, and agreement-based training loss.

tical layers. In addition to the same kind of two
sublayers in each encoder layer, the cross-attention
sublayer is inserted between them, which performs
multi-head attention over the output of the encoder.
We can get the predicted probability of the k-th
target word conditioned by the source sentence and
the k − 1 previous target words. The model is op-
timized by minimizing a cross-entropy loss of the
ground-truth sequence with teacher forcing:

LCE = − 1

ny

ny∑

k=1

log p(yk|y<k,x; θ), (1)

where ny is the length of the target sentence and θ
denotes the model parameters.

2.2 Multilingual Translation

We define L = {l1, . . . , lM} where L is a collec-
tion of M languages involved in the training phase.
Following Johnson et al. (2017), we share all the
model parameters for all the languages. Follow-
ing Liu et al. (2020), we add a particular language
id token at the beginning of the source and target
sentences, respectively, to indicate the language.

3 Method

The main idea of our method is to help the en-
coder output universal representations for all the
languages and help the decoder map the semantic-
equivalent representation from different languages
to the target language’s space. We propose two
approaches to fulfill this goal. The first is to di-
rectly bridge the gap between the state sequences
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that carry the same semantics. The second is to
force the decoder to make consistent predictions
based on the semantic-equivalent sentences. Fig-
ure 1 shows the overall training scheme.

3.1 Optimal Transport
Earth Mover’s Distance Based on the optimal
transport theory (Villani, 2009; Peyré et al., 2019),
the earth mover’s distance (EMD) measures the
minimum cost to transport the probability mass
from one distribution to another distribution. As-
suming that there are two probability distributions
µ and µ′, that are defined as:

µ = {(wi,mi)}ni=1, s.t.
∑

i

mi = 1;

µ′ = {(w′
j ,m

′
j)}n

′
j=1, s.t.

∑

j

m′
j = 1,

(2)

where each data point wi ∈ Rd has a probability
mass mi (mi > 0). There are n data points in
µ. We define a cost function c(wi,w

′
j) that deter-

mines the cost of per unit between two points wi

and w′
i. Given above, the EMD is defined as:

D(µ, µ′) = min
T≥0

∑

i,j

Tijc(wi,w
′
j)

s.t.

n′∑

j=1

Tij = mi,∀i ∈ {1, . . . , n},

n∑

i=1

Tij = m′
j ,∀j ∈ {1, . . . , n′}.

(3)

Tij denotes the mass transported from µ to µ′.
State Mover’s Distance Following EMD, we de-
fine the state mover’s distance (SMD) to mea-
sure the minimum ’travel cost’ between two state
sequences. Given a pair of translations x =
(x1, . . . , xnx), and y = (y1, . . . , yny), we can get
their corresponding state sequences after feeding
them to the encoder, which are denoted as:

Hx = (h1, . . . ,hi, . . . ,hnx),

Hy = (h′
1, . . . ,h

′
j , . . . ,h

′
ny),

(4)

where nx and ny denote the sentence length of the
source and target sentences. We can regard Hx

as a discrete distribution on the space Rd, where
the probability only occurs at each specific point
hi. Next, several previous studies (Schakel and
Wilson, 2015; Yokoi et al., 2020) have confirmed
that the embedding norm is related to the word

importance, and the important words have larger
norms. Inspired by these findings, we also observe
that the state vector has similar properties. The
state vectors of essential words, such as content
and medium-frequency words, have larger norms
than unimportant ones, such as function words,
high-frequency words. Therefore, we propose to
use the normalized vector norm as the probability
mass for each state point:

mi =
|hi|∑
i |hi|

,m′
j =

|h′
j |∑

j |h′
j |
, (5)

where | · | denotes the norm of the vector.
Given above, we can convert the state sequences

to distributions:

µH
x = {(hi,

|hi|∑
i |hi|

)}nxi=1,

µH
y = {(h′

j ,
|h′

j |∑
j |h′

j |
)}nyj=1.

(6)

Then, the SMD is formally defined as follows:

D(µH
x , µH

y ) = min
T≥0

∑

i,j

Tijc(hi,h
′
j),

s.t.

ny∑

j=1

Tij =
|hi|∑
i |hi|

,∀i ∈ {1, . . . , nx},

nx∑

i=1

Tij =
|h′

j |∑
j |h′

j |
,∀j ∈ {1, . . . , ny}.

(7)

As illustrated before, we want decoder to make
consistent predictions conditioned on the equiva-
lent state sequences. Considering that the vector
norm and direction both have impacts on the cross-
attention results of decoder, we use the Euclidean
distance as the cost function. We didn’t use the
cosine similarity based metric, because it only con-
siders the impact of vector direction. The proposed
SMD is a fully unsupervised algorithm to align
the contextual representations of the two semantic-
equivalent sentences.
Approximation of SMD The exact computation
to SMD is a linear programming problem with
typical super O(n3) complexity, which will slow
down the training speed greatly. We can obtain a
relaxed bound of SMD by removing one of the two
constraints, respectively. Following Kusner et al.
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(2015), we remove the second constraints:

D∗(µH
x , µH

y ) = min
T≥0

∑

i,j

Tijc(hi,h
′
j),

s.t.

ny∑

j=1

Tij =
|hi|∑
i |hi|

,∀i ∈ {1, . . . , nx}.

(8)

The above approximation must yield a lower bound
to the exact SMD distance. The accurate SMD
solution that satisfies both of the two constraints
must also satisfy the first constraint. Given the
approximation, the optimal solution for each state
vector hi is to move all its probability mass to
the most similar state vector h′

j . Therefore, the
approximation also enables the many-to-one align-
ment relationships during training. We have also
tried some approximation algorithms that can get a
more accurate estimation of SMD, e.g., Sinkhorn
algorithm(Cuturi, 2013), IPOT (Xie et al., 2020).
However, we have not observed consistent improve-
ments in our preliminary experiments, and these
algorithms also slow down the training speed sig-
nificantly.
Objective Function We define a symmetrical loss
to minimize the SMD of both sides:

LOT =
1

2

(
D∗(µH

x , µH
y ) +D∗(µH

y , µH
x )

)
. (9)

3.2 Agreement-based Training
Theoretical Analysis In zero-shot translation, the
decoder should map the semantic representations
from different languages to the target language
space, even if it has never seen the translation di-
rections during training. This ability needs the
model to make consistent predictions based on
the semantic-equivalent sentences, whatever the
input language is. To improve the prediction consis-
tency of the model, we propose an agreement-based
training method. Because the source sentence x
and target sentence y are semantically equivalent,
the probability of predicting any other sentence z
based on them should be always equal theoretically,
which is denoted as:

p(z|x) = p(z|y). (10)

Specifically, the predicted probabilities of the k-th
target word conditioned by the first k − 1 words of
z and the source and target sentences is equal:

p(zk|z<k,x; θ) = p(zk|z<k,y; θ), (11)

where θ denotes the model parameters. Optimizing
Equation 11 can not only help the encoder produce
universal semantic representations but also help
the decoder map different source languages to the
particular target language space indicated by z.
Mixup for z Although Equation 11 is theoretically
attractive, the choice of sentence z has a significant
influence on the above optimization. If we use a
random sentence as z, which is not related to x and
y, the prediction makes no sense, and the model
learns helpful nothing. If we use either x or y di-
rectly, this will cause information leakage on one
side of Equation 11. As a result, the prediction dif-
ficulty between the two sides differs significantly,
and it is hard for one side to catch up with the other
side. Given the above, we need a inter-sentence
that is "between" x and y. Inspired by the success
of mixup technique in NLP (Zhang et al., 2020b;
Cheng et al., 2021), we generate a pseudo sentence
by hard mixuping x and y at token-level. We trun-
cate the longer sentences of x and y to make them
equal in length. Since these two sentences are trans-
lation pairs, their sentence lengths are usually close,
truncating will not significantly reduce the length
of the longer sentence and will not enhance the
decoder learn shorter outputs. We denote the trun-
cated sentence as x′ and y′, and their length as n′.
Then we can generate z as:

z = g ⊙ x′ + (1− g)⊙ y′, (12)

where g ∈ {0, 1}n′
, ⊙ denotes the element-wise

product. Each element in g is sampled from
Bernoulli(λ), where the parameter λ is sampled
from Beta(α, β), and α and β are two hyperparam-
eters. The language tag in z, which determines the
translation direction, is either come from x or y.
Objective Function Similar to Equation 9, we de-
fine another symmetrical loss based on the KL di-
vergence of the model prediction distributions:

LAT =
1

2n′

n′∑

k=1

KL (p(zk|z<k,Hx)||p(zk|z<k,Hy))

+KL (p(zk|z<k,Hy)||p(zk|z<k,Hx)) .

(13)

We omit the model parameters for convenience.

3.3 The Final Loss
The final loss consists of three parts, the cross en-
tropy loss (Equation 1), the optimal transport loss
based on SMD (Equation 9) and the KL divergence
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Dataset Language Pairs Size
IWSLT En↔{De, It, Nl, Ro} 1.79M
IWSLT-b Nl↔De↔En↔It↔Ro 1.79M
PC-6 En↔{Kk, Tr, Ro, Cs, Ru} 7.9M
OPUS-7 En↔{De, Fr, Nl, Ru, Zh, Ar} 11.6M

Table 1: The statics of our datasets.

loss for the agreement-based training (Equation 13):

L = LCE + γ1|x|LOT + γ2LAT (14)

where γ1 and γ2 are two hyperparameters that con-
trol the contributions of the two regularization loss
terms. Since LOT is calculated on the sentence-
level and the other two losses are calculated on the
token-level, we multiply the averaged sequence
length |x| to LOT . Among these three losses,
the first term dominates the parameter update of
the model, and determines the model performance
mostly. The latter two regularization loss terms
only slightly modify the directions of the gradients.
Because the first loss term does not depend on Hy,
we apply the stop-gradient operation to Hy (Fig-
ure 1), which means that the gradients will not pass
through Hy to the encoder.

4 Experiments

4.1 Data Preparation

We conduct experiments on the following multilin-
gual datasets: IWSLT17, PC-6, and OPUS-7. The
brief statistics of the training set are in Table 1. We
put more details in the appendix.
IWSLT17 (Cettolo et al., 2017) We simulate two
scenarios. The first (IWSLT) is English-pivot,
where we only retain the parallel sentences from/to
English. The second (IWSLT-b) has a chain of piv-
ots, where two languages are connected by a chain
of pivot languages. Each translation direction has
about 0.22M sentence pairs. Both of the two sce-
narios have eight supervised translation directions
and twelve zero-shot translation directions. We use
the official validation and test sets.
PC-6 The PC-6 dataset is extracted from the PC-
32 corpus (Lin et al., 2020). The data amount
of different language pairs is unbalanced, ranging
from 0.12M to 1.84M. This dataset has ten super-
vised and twenty zero-shot translation directions.
We use the validation and test sets collected from
WMT16~19 for the supervised directions. The
zero-shot validation and test sets are extracted from

the WikiMatrix (Schwenk et al., 2021), each con-
taining about 1K~2K sentences pairs.
OPUS-7 The OPUS-7 dataset is extracted from
the OPUS-100 corpus (Zhang et al., 2020a). The
language pairs come from different language fami-
lies and have significant differences. This dataset
has twelve supervised translation directions and
thirty zero-shot translation directions. We use the
standard validation and test sets released by Zhang
et al. (2020a). We concatenate the zero-shot test
sets with the same target language for convenience.

We use the Stanford word segmenter (Tseng
et al., 2005; Monroe et al., 2014) to segment Arabic
and Chinese, and the Moses toolkit (Koehn et al.,
2007) to tokenize other languages. Besides, inte-
grating operations of 32K is performed to learn
BPE (Sennrich et al., 2016).

4.2 Systems

We use the open-source toolkit called Fairseq-
py (Ott et al., 2019) as our Transformer system.
We implement the following systems:
• Zero-Shot (ZS) The baseline system which is
trained only with the cross-entropy loss (Equa-
tion 1). Then the model is tested directly on the
zero-shot test sets.
• Pivot Translation (PivT) (Cheng et al., 2017)
The same translation model as ZS. The model first
translates the source language to the pivot language
and then generates the target language.
•Sentence Representation Alignment (SRA) (Ari-
vazhagan et al., 2019) This methods adds an regu-
larization loss to minimize the discrepancy of the
source and target sentence representations.

L = LCE + γDis(Enc(s), Enc(t)), (15)

where ’Dis’ denotes the distance function and
’Enc(·)’ denotes the sentence representations. We
use the averaged sentence representation and Eu-
clidean distance function because we find they
work better. We vary the hyperparameter γ from
0.1 to 1 to tune the performance.
• Softmax Forcing (SF) (Pham et al., 2019) This
method enable the decoder to generate the target
sentence from itself by adding an extra loss:

LSF = γ

ny∑

k

KL(p(yk|y<k,x)||p(yk|y<k,y))

(16)
The γ is tuned as in the ’SRA’ system.

6496



IWSLT De-It De-Nl De-Ro It-Ro It-Nl Nl-Ro Zero
Avg.

Sup.
AvgModel → ← → ← → ← → ← → ← → ←

ZS 15.64 15.28 18.46 18.14 14.42 14.98 17.91 20.14 18.16 18.79 15.81 16.41 17.01 30.62
SRA 16.44 16.45 18.44 19.15 15.07 15.83 18.52 21.52 19.3 19.1 16.83 17.66 17.85 30.41
SF 16.34 15.77 18.37 18.16 14.74 15.25 18.54 21.64 18.6 19.18 16.09 16.94 17.46 30.5
CL 17.37 16.58 19.69 19.5 15.51 16.25 18.91 22.58 18.78 20.02 17.27 17.91 18.36 30.39

DisPos 16.62 15.64 19.64 18.78 15.07 15.96 18.67 21.56 19.01 20.15 16.46 18.18 17.97 30.49
DT 16.82 15.81 18.74 18.64 15.12 16.32 18.70 22.13 18.92 19.29 16.21 18.22 17.91 30.51

TGP 16.77 18.51 14.58 17.12 16.84 16.88 19.42 19.25 20.01 19.04 21.67 18.43 18.21 30.66
LMP 16.87 18.44 15.05 16.66 16.20 16.12 19.04 19.05 19.35 18.68 22.17 17.97 17.96 30.52
PivT 18.31 17.9 19.99 19.33 15.54 17.45 19.77 22.97 21.43 21.44 17.57 19.82 19.29 -

ZS+OT 17.35 17.08 19.77 19.05 15.66 16.17 19.71 22.32 20.18 20.57 16.87 18.09 18.56 30.42
ZS+AT 16.37 15.84 19.11 18.41 14.85 15.59 18.37 21.09 18.77 19.4 15.86 17.46 17.59 30.55

Ours 17.53 17.03 19.94 19.67 15.61 16.57 19.23 22.42 20.05 20.23 17.05 18.64 18.66 30.52

IWSLT-b De-It En-Nl De-Ro En-Ro It-Nl Nl-Ro Zero
Avg.

Sup.
Avg.Model → ← → ← → ← → ← → ← → ←

ZS 17.79 17.3 25.48 30.99 15.65 17.28 21.7 30.14 20.79 21.02 15.74 17.28 20.93 30.46
SRA 18.09 18.05 26.52 31.15 15.8 17.43 22.24 30.19 20.35 20.65 16.39 17.83 21.22 30.29
SF 18.25 17.61 26 31.28 16.06 17.51 22.43 30.51 20.67 20.82 16.2 17.24 21.21 30.35
CL 18.49 18.29 26.88 31.46 15.71 17.23 23.01 30.78 20.62 20.8 16.58 18.17 21.5 30.28

DisPos 17.98 17.35 26.26 31.13 15.75 18.07 22.95 30.45 21.02 20.58 16.38 18.28 21.35 29.89
TGP 18.22 18.69 26.62 30.96 15.57 17.26 23.21 30.22 20.62 20.38 16.58 17.65 21.33 30.33
LMP 18.36 18.83 27.2 30.5 16.05 17.05 23.99 29.38 20.57 19.83 16.72 17.56 21.33 30.37
PivT 18.38 19.08 27.3 28.02 15 16.35 23.72 28.72 20.34 19.45 15.7 16.8 20.74 -

ZS+OT 18.09 18.06 26.6 31.69 15.76 17.19 23.46 30.99 20.31 20.86 16.92 18.05 21.49 30.37
ZS+AT 18.23 17.51 26.24 31.12 16.19 17.5 22.64 30.33 20.72 20.59 16.29 17.64 21.25 30.39

Ours 18.41 18.05 27.39 31.36 16.15 17.48 23.22 30.9 20.68 20.82 17.03 18.29 21.64 30.33

PC-6 x→Kk x→Tr x→Ro x→Cs x→Ru
Zero
Avg.

Sup.
Avg.

OPUS-7 x→De x→Fr x→Nl x→Ru x→Zh x→Ar
Zero
Avg.

Sup.
Avg.

ZS 5.87 9.29 14.23 13.55 16.83 11.95 21.73 ZS 13.58 22.63 17.96 15.42 29.78 21.58 20.15 34.2
SRA 5.90 10.09 17.36 15.85 19.31 13.68 21.66 SRA 17.04 26.12 19.29 20.9 31.99 22.01 22.89 33.97
SF 4.76 9.95 17.77 15.83 20.10 13.68 21.64 SF 15.99 25.2 18.2 20.85 31.65 21.5 22.23 33.99
CL 6.07 10.72 17.96 16.14 21.58 14.49 21.54 CL 17.41 26.19 19.66 21.1 32.52 21.69 23.09 33.86

DisPos 6.60 10.14 15.47 15.89 18.70 12.51 21.45 DisPos 15.95 25.36 18.86 19.75 31.34 22.08 22.22 34.12
DT 6.92 10.49 17.37 15.63 21.74 14.43 21.61 DT 14.97 23.95 18.10 18.91 29.65 20.68 21.04 34.03

TGP 7.33 10.98 20.63 13.81 21.21 14.79 21.58 TGP 16.86 25.65 18.99 20.83 32.47 21.47 22.71 34.18
LMP 4.45 8.50 16.42 15.25 19.28 12.78 21.71 LMP 14.65 23.94 18.36 19.02 30.58 20.99 21.26 34.07
PivT 4.29 10.59 19.23 17.22 21.65 14.58 - PivT 17.97 28.37 19.76 22.97 34.08 23.74 24.48 -

ZS+OT 6.22 11.08 18.74 16.86 22.61 15.1 21.6 ZS+OT 17.56 26.70 19.54 21.88 32.42 22.48 23.43 34.02
ZS+AT 6.04 10.74 17.92 15.69 20.63 14.2 21.72 ZS+AT 16.78 25.89 18.93 21.21 32.02 21.72 22.75 34.1

Ours 6.58 11.44 18.55 17.11 22.77 15.29 21.68 Ours 17.60 26.74 19.68 21.91 32.63 23.24 23.63 34.17

Table 2: The overall BLEU scores on the test sets. "Zero Avg." and "Sup. Avg." denote the average BLEU scores
on the zero-shot and supervised directions. The "x" in the third table denotes all languages except for the target
language. The highest scores are marked in bold for all models except for the "PivT" system in each column.

• Contrastive Learning (CL) (Pan et al., 2021)
This method adds an extra contrastive loss to min-
imize the representation gap of similar sentences
and maximize that of irrelevant sentences:

LCL = −γ log esim
+(R(s),R(t))/τ

∑
w esim−(R(s),R(w))/τ

, (17)

where + and− denote positive and negative sample
pairs, R(·) denotes the averaged state representa-
tions. We set τ as 0.1 as suggested in the paper and
tune γ as in the ’SRA’ system.
• Disentangling Positional Information (Dis-
Pos) (Liu et al., 2021) This method removes the
residual connections in a middle layer of the en-

coder to get the language-agnostic representations.
• Denosing Training (DT) (Wang et al., 2021) This
method introduces a denoising auto-encoder objec-
tive during training.
• Target Gradient Projection (TGP) (Yang et al.,
2021b) This method projects the training gradient
to not conflict with the oracle gradient of a small
amount of direct data.
• Language Model Pre-training (LMP) (Gu et al.,
2019) This method strengthens the decoder lan-
guage model prior to machine translation training.

The following systems are implemented based
on our method:
• ZS+OT We only add the optimal transport loss
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(Equation 9) during training. We vary the hyper-
parameter γ1 from 0.1 to 1, and we find that it can
constantly improve the performance whatever γ1
is. The detailed results and the final setting about
the hyperparameter are put in the appendix.
• ZS+AT We only add the agreement-based training
loss (Equation 13) during training. The α and β in
the beta distribution are set as 6 and 3, respectively.
We vary the hyperparameter γ2 from 10−4 to 0.1.
• ZS+OT+AT (Ours) The model is trained with
the complete objective function (Equation 14). The
hyperparameters are set according to the searched
results of the above two systems and are listed in
the appendix.
Implementation Details All the systems are imple-
mented as the base model configuration in Vaswani
et al. (2017) strictly. We employ the Adam opti-
mizer with β1 = 0.9 and β2 = 0.98. We use the
inverse square root learning scheduler and set the
warmup_steps = 4000 and lr = 0.0007. We
set dropout as 0.3 for the IWSLT datasets and 0.1
for the for the PC-6 and OPUS-7 datasets. All the
systems are trained on 4 RTX3090 GPUs with the
update frequency 2. The max token is 4096 for each
GPU. For the IWSLT data sets, we first pretrain
the model with the cross-entropy loss (Equation 1)
for 20K steps and then continually train the model
combined with the proposed loss terms for 80K
steps. For the PC-6 and OPUS-7 datasets, the pre-
training steps and continual-training steps are both
100k.

4.3 Main Results

All the results (including the intermediate results of
the ’PivT’ system) are generated with beam size = 5
and length penalty α = 0.6. The translation quality
is evaluated using the case-sensitive BLEU (Pap-
ineni et al., 2002) with the SacreBLEU tool (Post,
2018). We report the tokenized BLEU for Arabic,
char-based BLEU for Chinese, and detokenized
BLEU for other languages1. The main results are
shown in Table 2. We report the averaged BLEU
with the same target language on the PC-6 and
OPUS-7 dataset for display convenience, and the
detailed results are in the appendix. The ’Ours’
system significantly improves over the ’ZS’ base-
line system and outperforms other zero-shot-based
systems on all datasets. The two proposed meth-
ods, OT and AT, can both help the model learn

1BLEU+case.mixed+numrefs.1+smooth.exp+
tok.{13a,none,zh}+version.1.5.1

IWSLT x-De x-It x-Nl Avg.
ZS 21.5 20.79 19.99 20.76

SRA 21.79 21.92 20.67 21.46
CL 23.47 21.52 21.09 22.03

Ours 23.6 23.33 21.48 22.80

Table 3: The pair-wise BLEU on the IWSLT three-way-
parallel test sets.

universal and cross mappings , so they both can im-
prove the model performance independently. These
two methods also complement each other and can
further improve the performance when combined
together. Besides, ’Ours’ system can even exceed
the ’PivT’ system when the distant language pairs
in the IWSLT-b or the low-resource language pairs
in the PC-6 bring severe error accumulation prob-
lems. We also compare the training speed and put
the results in the appendix.

5 Analysis

In this section, we try to understand how our
method improves the zero-shot translation.

5.1 Sentence Representation Visualization

To verify whether our method can better align
different languages’ semantic space, we visualize
each model’s encoder output with the IWSLT test
sets. We first select three languages: Germany,
Italian, and Dutch. Then we filter out the over-
lapped sentences of the three languages from the
corresponding test sets and create a new three-way-
parallel test set. Next, we feed all the sentences to
the encoder of each model and average the encoder
output to get the sentence representation. Last, we
apply dimension reduction to the representation
with t-SNE (Van der Maaten and Hinton, 2008).
The visualization result in Figure 2(a) shows that
the ’ZS’ system cannot align the three languages
well, which partly confirms our assumption that
the conventional MNMT cannot learn universal
representations for all languages. As a contrast,
the ’Ours’ system (d) can draw the representation
closer and achieve comparative results as the ’CL’
system (c) without large amounts of negative in-
stances to contrast. The visualization results con-
firm that our method can learn good universal rep-
resentation for different languages.
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(a) ZS (b) SRA (c) CL (d) Ours

Figure 2: The visualization of sentence representation after dimension reduction on the IWSLT three-way-parallel
test sets. The blue line denotes Germany, the orange line denotes Italian, and the green line denotes Dutch.

System IWSLT IWSLT-b PC-6 OPUS-7
ZS 93.2% 93.72% 87.93% 74.1%

SRA 93.9% 93.88% 91.54% 85.83%
CL 93.97% 93.96% 91.76% 86.23%

Ours 94.03% 94.06% 93.24% 86.75%

Table 4: The target language prediction accuracy.

5.2 Inspecting Prediction Consistency

To verify whether our method can help map the
semantic representation from different languages
to the same space of the target language, we inspect
the prediction consistency of the models when the
model is fed with synonymous sentences from
different languages. Precisely, we measure the
pair-wise BLEU on the above IWSLT three-way-
parallel test set. We choose one language as the
target language, e.g., German, and then translate
the other two languages, e.g., Italian and Dutch,
to the target language. After obtaining these two
translation files, we use one file as the reference,
the other as the translation to calculate the BLEU,
and then we swap the role of these two files to
calculate the BLEU again. We average the BLEU
scores to get the pair-wise BLEU, and the results in
Table 3 show that our method can achieve higher
results, which proves that our method can improve
the prediction consistency.

5.3 Inspecting Spurious Correlations

The zero-shot translation usually suffers from cap-
turing spurious correlations in the supervised direc-
tions, which means that the model overfits the map-
ping relationship from the input language to the out-
put language observed in the training set (Gu et al.,
2019). This problem often causes the off-target
prediction phenomenon where the model generates
translation in the wrong target languages. To check

whether our method can alleviate this phenomenon,
we use the Langdetect 2 toolkit to identify the tar-
get language and calculate the prediction accuracy
as 1 − noff−target/ntotal. We also compare our
method with the ’SRA’ and ’CL’ methods. The
results are shown in Table 4. The ’ZS’ baseline
system can achieve high prediction accuracy on
the IWSLT dataset, but the performance begin to
decline as the amount of data becomes unbalanced
and the languages become more unrelated. On all
the datasets, our method achieves higher prediction
accuracy and outperforms all the contrast methods.
We can conclude from the results that our method
can reduce the spurious correlation captured by the
model.

6 Related Wrok

Recent work on zero-shot translation can be di-
vided into two categories. The first category helps
the encoder produce language-agnostic features via
extra regularization loss or training tasks. Pham
et al. (2019) propose to compress the output of the
encoder into a consistent number of states. Ari-
vazhagan et al. (2019) maximize the cosine sim-
ilarities between the averaged representations of
the source and target sentences. Pan et al. (2021)
and Wei et al. (2021) propose contrastive learn-
ing schemes to minimize the averaged sentence
representation gap of similar sentences and maxi-
mize that of irrelevant sentences. Compared with
their methods, we directly bridge the gap between
two state sequences, which alleviates the mismatch
problem of sentence representation. Ji et al. (2020)
leverage explicit alignment information by external
aligner tool or additional attention layer to obtain
the aligned words for masking, and then they let
the model predict the masked words based on the

2https://github.com/Mimino666/langdetect
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surrounding words. Compared with this work, our
method is to align the whole state sequences of
different languages, not just for single words. Liu
et al. (2021) remove the residual connections in
a middle layer of the encoder to release the posi-
tional correspondence to input tokens. Wang et al.
(2021) introduce a denoising auto-encoder objec-
tive to improve the translation accuracy. Yang et al.
(2021b) leverage an auxiliary target language pre-
diction task to retain information about the target
languages. Z. et al. (2022) uses optimal transport
theory to improve the low-resource neural machine
translation. Compared with these work, our method
introduces explicit constraints to the semantic rep-
resentations.

The second category extends the training data
by generating pseudo sentence pairs or utilizing
monolingual data. Gu et al. (2019) apply decoder
pre-training and back-translation to improve the
zero-shot ability. Al-Shedivat and Parikh (2019)
first translate the source and target languages to
a third language and then make consistent predic-
tions based on this pseudo sentence. Zhang et al.
(2020a) propose random online back translation to
enforce the translation of unseen training language
pairs. Chen et al. (2021) fuse the pretrained multi-
lingual model to the NMT model. Compared with
these works, our method does not need additional
data or additional time to generate pseudo corpus.
If necessary, our method can also be combined
with these works to further improve the zero-shot
performance of the model. Yang et al. (2021a) pro-
pose to substitute some fragments of the source
language with their counterpart translations to get
the code-switch sentences. Compared to this work,
our agreement-based method mixups the transla-
tion pairs to generate the pseudo sentence as the
decoder input and then help the model to make
consistent predictions.

7 Conclusion

In this work, we focus on improving the zero-shot
ability of multilingual neural machine translation.
To reduce the discrepancy of the encoder output,
we propose the state mover’s distance based on
the optimal transport theory and directly minimize
the distance during training. We also propose an
agreement-based training method to help the de-
coder make consistent predictions based on the
semantic-equivalent sentences. The experimental
results show that our method can get consistent im-

provements on diverse multilingual datasets. Fur-
ther analysis shows that our method can better align
the semantic space, improve the prediction consis-
tency, and reduce the spurious correlations.

Limitations

Although our method can improve the performance
of the zero-shot translation directions, it has lim-
ited benefits for the supervised translation per-
formance. On the one hand, the vanilla MNMT
model has already been able to learn a lot of lan-
guage shared knowledge. On the other hand, the
language-specific knowledge learned by the model
can also help the model achieve good translation
performance in the supervised translation direc-
tions. Therefore, our method is limited to improv-
ing the supervised translation performance. Be-
sides, some reviewers pointed out that our method
degraded the supervised translation performance
according to the results of the main experiments.
This is because we select the checkpoints based on
the performance of the zero-shot valid sets, which
may cause a slight decline in the performance of
the supervised directions. If we select checkpoints
based on the the supervised valid sets, our method
can improve the zero-shot performance without
degrading the BLEU of the supervised directions.
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Processing, EMNLP 2020, Online, November 16-20,
2020, pages 8566–8579.

A Appendix

A.1 PC-6 Data
The detailed statistics about the PC-6 corpus are
shown in Table 6

A.2 Experiments Results on PC-6
The detailed results on the PC-6 corpus are shown
in Table 5.

A.3 Hyperparameters
γ1 and γ2 The hyperparameter γ1 and γ2 in Equa-
tion 14 are set as in Table 7.
α and β We tried several combinations of α and
β, and report the averaged BLEU in Table. Under
the optimal setting (α = 6, β = 3), the probability
expectation that the words of the pseudo sentence z
come from the source sentence x is 0.67 and from
the target sentence y is 0.33.

A.4 Training Speed
We test the training speed of all the systems. All
the speeds are measured as kilo-words per second
(kwps) and tested in parallel on 4 RTX3090 GPUs
with the same max token and update frequency. We
also report the speed ratios of different systems
compared with the speed of the ZS system. The
results are shown in Table 9. The results show
that our ’ZS+OT’ system is faster than the ’SRA’
and ’CL’ systems with better performance. The
’ZS+AT’ system is much slower because it needs
three complete forward propagations.
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PC-6
Cs-Kk Kk-Ru Ro-Ru Tr-Ro Cs-Ro Cs-Ru
→ ← → ← → ← → ← → ← → ←

PivT 1.77 2.55 11.37 10.51 32.86 28.1 20.03 14.47 25.47 25.7 27.05 24.26
ZS 2.07 2.69 15.61 15.7 20.65 20.6 13.44 11.69 19.82 18.81 20.19 20.26

SRA 2.15 2.5 17.03 16.86 25.37 25.66 17.35 14.6 23.62 23.91 22.68 21.6
CL 1.99 2.68 16.48 16.49 29.28 26.8 17.82 15.66 23.87 23.42 27.05 24.29

DisPos 2.24 2.74 17.14 17.95 21.87 23.47 14.73 13.52 20.42 19.96 27.18 25.7
DT 2.2 2.87 19.23 18.88 28.05 25.88 17.82 14.41 22.29 22.3 26.29 23.98
TLP 2.01 2.82 14.59 13.01 28.41 25.88 18.53 13.25 23.11 22.54 25.24 22.74

ZS+OT 2.16 3.02 18.12 16.35 30.71 27.84 19.18 15.63 24.44 24.17 27.18 25.71
ZS+AT 2.06 2.82 15.8 16.54 28.01 26.37 19.25 15.59 22.63 22.55 24.6 23.27

Ours 2.2 3.08 18.3 17.91 30.59 27.73 19.66 16.16 23.58 24.49 27.22 25.66

PC-6
Cs-Tr Kk-Ro Kk-Tr Ru-Tr Zero
→ ← → ← → ← → ← Avg.

PivT 13.37 16.36 3.3 2.75 2.91 2.11 11.59 15.31 14.58
ZS 11 12.44 3.06 3.26 3.81 2.44 10.66 10.88 11.95

SRA 12.32 15.37 2.82 2.72 2.7 1.87 10.72 12.17 13.68
CL 12.02 14.16 3.33 3.34 3.49 2.44 11.72 13.52 14.49

DisPos 12.8 15.26 3.25 3.17 3.9 3.09 10.22 8.56 12.51
DT 11.62 13.38 3.49 3.37 3.96 3.24 11.97 13.38 14.43
TLP 11.96 13.98 3.33 2.98 3.65 2.98 12.02 13.5 13.83

ZS+OT 12.83 14.54 3.5 3.11 3.94 3.26 11.92 14.44 15.1
ZS+AT 11.99 14.11 3.41 3.03 3.46 2.54 11.9 14.11 14.2

Ours 12.85 15.21 3.24 3.18 3.95 3.04 12.81 14.96 15.29

Table 5: The results of each zero-shot translation direction on the PC-6 corpus. The notations denote the same
meaning as in Table 2.

OPUS-6 Size
En-Kk 0.12M
En-Tr 0.39M
En-Ro 0.77M
En-Cs 0.82M
En-Ru 1.84M

Table 6: The statistics about the PC-6 corpus.

γ1 γ2
IWSLT 0.4 0.001

IWSLT-b 0.2 0.002
PC-6 0.2 0.003

OPUS-7 0.3 0.01

Table 7: The hyperparameters γ1 and γ2 on each dataset.

α β zero Avg.
1 1 17.23
6 2 17.44
6 3 17.59
6 4 17.5

Table 8: The averaged BLEU with different α and β for
the ’ZS+AT’ system.

kwps ratio
ZS 199 1

SRA 118 0.59
SF 61 0.31
CL 94 0.47

ZS+OT 125 0.63
ZS+AT 61 0.31

Ours 58 0.29

Table 9: The training speed on the IWSLT dataset.
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