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Abstract

Relation extraction (RE) is an important task
in natural language processing which aims to
annotate the relation between two given enti-
ties, which requires a deep understanding of
the running text. To import model performance,
existing approaches leverage syntactic infor-
mation to facilitate the relation extraction pro-
cess, where they mainly focus on dependen-
cies among words while paying limited atten-
tion to other types of syntactic structure. Con-
sidering that combinatory categorial grammar
(CCQ) is a lexicalized grammatical formalism
that carries the syntactic and semantic knowl-
edge for text understanding, we propose an
alternative solution for RE that takes advan-
tage of CCG to detect the relation between en-
tities. In doing so, we perform a multi-task
learning process to learn from RE and auto-
annotated CCG supertags, where an attention
mechanism is performed over all input words
to distinguish the important ones for RE with
the attention weights guided by the supertag
decoding process. We evaluate our model on
two widely used English benchmark datasets
(i.e., ACE2005EN and SemEval 2010 Task 8
datasets) for RE, where the effectiveness of our
approach is demonstrated by the experimental
results with our approach achieving state-of-
the-art performance on both datasets.'

1 Introduction

Given two entities in a sentence, relation extrac-
tion (RE) extracts the relation between them and
thus serves as an important task in natural language
processing (NLP). Recent neural approaches for
RE (Zeng et al., 2014; Zhang and Wang, 2015; Xu
et al., 2015; dos Santos et al., 2015; Zhang et al.,
2015; Wang et al., 2016; Zhou et al., 2016; Zhang
et al., 2017) with powerful encoders (e.g., Trans-
formers) have shown outstanding performance on
Corresponding author.

'Our code related to this paper is available at https://
github.com/synlp/RE-CCG.
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Sentence The food factory produces ice cream

Supertags NP/N N/N N  (SWPYNP NPN N
Figure 1: An example sentence with the CCG supertags
of all words, where the supertag “(S\NP/NP)” of “pro-
duces” provides important cues to predict the relation
between two given named entities “food factory” and
“ice cream” (highlighted in red).

benchmark datasets because the encoders are supe-
rior in capturing contextual information and thus
obtain a deep understanding of the running text.

To further improve model performance, extra
knowledge resources, especially the syntactic infor-
mation, have been widely used for RE and demon-
strated to be effective, because they provide struc-
ture information that is helpful for text understand-
ing (Miwa and Bansal, 2016; Zhang et al., 2018;
Sun et al., 2020; Chen et al., 2020). Specifically,
existing approaches mainly focus on dependencies
among words while paying limited attention to
other types of syntactic structure, such as combina-
tory categorial grammar (CCG). As an important
part in the a lexicalized grammatical formalism,
the CCG supertags provide the lexical category of
the associated words, which provides both syntac-
tic and semantic knowledge for text understanding
and thus is potentially beneficial for RE. Figure
1 shows a typical example. Herein, the supertag
of “produces” (which is “(S\NP/NP)”) indicates
the predicate requires to nominal arguments and
the supertags of the two given entities (which are
highlighted in red) suggests that they could serve as
good candidates. Therefore, the supertags suggest
that “produces” contributes more to extracting the
relation between the two entities and thus guide a
model to make a correct prediction.

In this paper, we propose to leverage CCG su-
pertags to detect the relation between entities. In
doing so, we use an existing CCG supertager to an-
notate the supertags of the input text and then run
a multi-task learning process to learn from human-
annotated RE and auto-annotated supertags, where
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an attention mechanism is performed over all input
words to distinguish the important ones for RE with
the attention weights guided by the supertag decod-
ing process. Therefore, our model is able to learn
CCQG information through supertag decoding rather
than using the supertags as input features, which
allows our approach to run efficiently in inference.
Experimental results on two English benchmark
datasets for RE, i.e., ACE2005EN and SemEval
2010 Task 8, demonstrate the effectiveness of our
approach, where our approach outperforms strong
baselines and achieve state-of-the-art performance
on both datasets.

2 Preliminaries

RE is conventionally regarded as a text classifi-
cation task with the given input sentence (which
is denoted as X = x1,--- ,x,) and two entities
(which are denoted as F; and FE») in it, which can
be formalized as

y = argmax p (y|X, E1, E2)) (1)

yeT

where p computes the probability of the relation
label y € T (T is the label set) and ¥ is the model
prediction. In doing so, special tokens, i.e., “<el>"
and “</el>" for F1 and “<e2>"" and “</e2>" for
Iy, are firstly inserted around the entities to mark
their positions. Next, the sentence (with the special
entity markers) is fed into an encoder, where the ob-
tained hidden vectors for the ¢-th word x; is denoted
as h;. Third, the hidden vectors of the words be-
longing to a particular entity (i.e., £/}, j = 1, 2) are
extracted and fed to multi-layer perceptron (MLP)
for further encoding, where the resulting vectors
are passed through a max pooling layer to obtain
the entity representation o;:

o; = MaxPooling({MLP (h;) |z; € E;}) (2)

Then, we concatenate the entity representations
0 = 01 ¢ 03 and fed the resulting o into a softmax
classifier to predict the relation 7.

3 The Proposed Approach

To leverage the information carried by CCG su-
pertags, one strightforward approach is to use an
off-the-shelf CCG supertager to annotate the su-
pertags of each input word and then use them as
extra word-level features by concatenating them
with the input words before sending them to the
text encoder. However, such approach requires the
CCQG supertagging as a pre-processing step in in-
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Figure 2: The overall architecture of the proposed ap-
proach for RE with CCG supertag guided attentions as
the enhancement. The entities are highlighted in red.

ference, which is not efficient especially when the
data to be processed is relative large. Considering
multi-task learning serves as an effective approach
to learn from different tasks and it does not require
the label from different tasks as extra input, we
propose to learn the CCG information through a
multi-task learning process and then use the CCG
information to guide RE though an attention mech-
anism over all input words.

The overall architecture of our model is illus-
trated in Figure 2, where the backbone model for
RE following the standard process illustrated on
the left and the CCG supertag decoding process as
well as the attention mechanism illustrated on the
top right. For CCG supertag decoding, we firstly
take the hidden vector h; of the word z; obtained
from the encoder and pass it through a MLP:

hi = MLP (h;) 3)

where the obtained hj is mapped to the CCG su-
pertag output space by a trainable matrix W and
then a softmax classifier is applied to predict the
supertag y; annotated by an existing supertagger.
Simultaneously, h{, as well as the entity represen-
tation o; obtained from the backbone model, is fed
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Datasets Sent. # Token# Instance #
Train 7K 145K 5K

ACEO05 Dev 2K 36K 1K
Test 2K 31K 1K

SemEval Train 8K 141K 8K
V8| Test 3K 48K 3K

Table 1: The statistics of the two English benchmark
datasets used in our experiments for relation extraction,
where the number of sentence, tokens, and instances
(i.e., entity pairs) are reported.

Learning Rate | be — 6,1e — 5,2¢ — 5,3e — 5
Warmup Rate | 0.06,0.1

Dropout Rate | 0.1

Batch Size 16,32,64, 128

Table 2: The hyper-parameters tested in tuning our mod-
els. The best ones used in our final experiments are
highlighted in boldface.

into an attention module to enhance the RE pre-
diction process. Specifically, we use two trainable
matrix Wy, and W, to map h to the key vector k;
and value vector v;, respectively.

i
Then, for entity E;, we compute the attention
weight p; ; assigned to the value v; through
. exp (0j - k)
P e (o) ki)
Afterwards, we apply p;; to the value vector v;
and obtain the weighted sum vector a; via

&)

aj = me' Vi (6)
i=1

Finally, we concatenate a; with the entity repre-
sentation o; to obtain the enhanced entity repre-
sentation th = o0; @ a;. Once the enhanced
representations of the two entities are computed,
we concatenate them and feed the resulting vector
to the softmax classifier, following the standard RE
decoding process.

In training, the model is optimized on RE and
CCG supertagging, which allows our model to
learn CCG information and use it to enhance the en-
tity representation through the attention mechanism
with the attention weights assigned to different in-
put words guided by the learnt CCG information.

Models ‘ ACE0S SemEval ‘ Para. # ‘ Speed
Dev  Test

BERT 76.11 76.94 89.03 335M 17.1

+GCN | 78.45 78.56 89.38 336M 15.0

+ GAT | 78.77 78.80 89.47 336M 14.6

+ Ours | 79.15 79.20 89.88 336M 17.0

Table 3: Experimental results of the BERT-large base-
line, GCN, GAT, and our approach on the development
and test sets of ACEOS5 and SemEval, where model size
(i.e., the number of model parameters) and the infer-
ence speed (i.e., the number of processed sentence per
second) are also reported.

4 Experiments

4.1 Settings

Following previous studies (Hendrickx et al., 2010;
Zeng et al., 2014; Zhang and Wang, 2015; Xu et al.,
2015; Zhou et al., 2016; Zhang et al., 2017; Soares
et al., 2019; Qin et al., 2021; Chen et al., 2021;
Tian et al., 2022), we use two English benchmark
datasets for RE to evaluate the proposed model.
The first is ACE2005EN (ACE05)?, where the En-
glish section is used in the experiments and two
small subset of relation types, namely cts and un
are removed following the convention in previous
studies (Miwa and Bansal, 2016; Christopoulou
et al., 2018; Ye et al., 2019; Tian et al., 2021).
ACEQOS is split into training, development, and test
set according to Miwa and Bansal (2016)3. The
second dataset is SemEval 2010 Task 8 (SemEval)
(Hendrickx et al., 2010), where we use the offi-
cial training and test split (SemEval does not have
an official development set). Table 1 reports the
statistics of the datasets.

We try two graph-based models as our baseline
for comparison, namely, graph convolutional net-
works (GCN) (Kipf and Welling, 2016) and graph
attentive networks (GAT) (Velickovié et al., 2017).
We use the dependency tree obtained through Stan-
ford CoreNLP Toolkits (Manning et al., 2014) to
build the word graph and use the graph as addi-
tional input to the GCN and GAT models.

We use the CCG supertager* proposed by Tian
et al. (2020b) to annotate the CCG supertags for
multi-task learning. For the encoder, consider a
high-quality text representation plays an important

2We obtain the official data (LDC2006T06) from https:
//catalog.ldc.upenn.edu/LDC2006T06.

3We follow the train/dev/test splits specified by Miwa and
Bansal (2016) at https://github.com/tticoin/LSTM-ER/
tree/master/data/ace2005/split

4https: //github.com/cuhksz-nlp/NeST-CCG
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MODELS | ACE05 | SEMEVAL
SOCHER ET AL. (2012) - 82.4
ZENG ET AL. (2014) - 82.7
ZHANG AND WANG (2015) - 79.6
XU ET AL. (2015) - 83.7
WANG ET AL. (2016) - 88.0
ZHOU ET AL. (2016) - 84.0
tZHANG ET AL. (2018) - 84.8
WU AND HE (2019) - 89.2
CHRISTOPOULOU ET AL. (2018) 64.2 -
YEET AL. (2019) 68.9 -
tGUO ET AL. (2019) - 85.4
BALDINI SOARES ET AL. (2019) - 89.5
TMANDYA ET AL. (2020) - 85.9
+SUN ET AL. (2020) - 86.0
tYU ET AL. (2020) - 86.4
WANG ET AL. (2020) 66.7 -
WANG AND LU (2020) 67.6 -
WANG ET AL. (2021) 66.0 -
+TIAN ET AL. (2021) 79.05 89.85
+OURS | 79.10 | 89.96

Table 4: The comparison of F1 scores between previous
studies and our best model with BERT-large on the
test sets of ACEOS5 and SemEval. Previous studies that
leverage syntactic information (e.g., the dependency
tree of the input sentence) are marked by “{”.

role to achieve good model performance in down-
stream NLP tasks (Song and Shi, 2018; Han et al.,
2018; Devlin et al., 2019; Radford et al., 2019; Tian
et al., 2020a; Lewis et al., 2020; Diao et al., 2020;
Raffel et al., 2020; Diao et al., 2021; Song et al.,
2021), we try the large version of BERT? (Devlin
et al., 2019) (which achieves state-of-the-art perfor-
mance in many NLP tasks) with the default settings
(i.e., 24 layers of multi-head attentions with 1024-
dimensional hidden vectors). For evaluation, we
follow previous studies to use the standard micro-
F1 scores® for ACEO5 and use the macro-averaged
F1 scores’ for SemEval. In our experiments, we try
different combinations of hyper-parameters (which
are illustrated in Table 2 with the best ones high-
lighted in boldface), and tune them on the dev
set, then evaluate on the test set by the model that
achieves the highest F1 score on the dev set.

4.2 Results

Table 3 shows the average® F1 scores of different
models (including the vanilla BERT-large baseline,
the GCN and GAT baseline, and our approach) on

SWe download pre-trained BERT-large model from https:
//github.com/huggingface/transformers.

SWe use the evaluation script from sklearn framework.

"We use the official evaluation script downloaded
from http://semeval2.fbk.eu/scorers/tasko8/
SemEval2010_task8_scorer-v1.2.zip.

8For each model, we run it five times with different random
seeds and report the average performance.

found - the office

NP/N N (S[cl)\NP)(S[pss]\NP) S[pss]\NP  ((SINP)\(SNP))/NP NP/N N

The box was

Figure 3: Visualizations of weights assigned to differ-
ent words for an example input sentence, where the
supertags associated with them are illustrated at the bot-
tom. Darker background color refer to higher weights.

the development and test set of ACEOS5 and Se-
mEval, where the size of different models (in terms
of the number of parameters) and the inference
speed (in terms of the number of processed sen-
tences per second) are also reported for reference.

There are several observations. First, our model
works well with the BERT-large pre-trained lan-
guage model, where the consistent improvement is
observed over the vanilla BERT baselines on both
datasets, although the BERT baselines have already
achieve outstanding performance. Second, it is
promising to observe that our model outperforms
the standard GCN and GAT that leverage depen-
dencies on both datasets, which further confirms
the effectiveness of our approach. We attribute this
observation to the superior of CCG supertag that
carries both syntactic and semantic information of
the running text and thus is able to provide a deeper
analysis of the text and use it to guide the relation
prediction process. Third, it is observed that our
model is able to perform more efficient compared
with GCN and GAT, because the CCG information
is learnt through training in our approach and no
supertags is required as input in inference whereas
GCN and GAT require the input to be parsed before
they can predict the relation.

We further compare our approach with recent
previous studies and report the results in Table
4. It is promising to observe that our approach
outperforms previous studies (including the ones
with powerful encoder and syntactic information)
and achieves state-of-the-art performance on both
datasets, which further confirms the effectiveness
of our approach.

4.3 Case Study

To illustrate how CCG information guide the rela-
tion extraction process through the attention mech-
anism, in Figure 3, we visualize the average at-
tention weights assigned to different words in an
example sentence (the entities are highlighted in
red and their gold standard relation is “location”)
by word background color, where higher weights
correspond to deeper color. The CCG supertags of
the words are shown below the attached words. It is
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worthnoting that the supertags are given for better
illustration; they are not used as input in inference.
In this case, our model is able to distinguish that
“in” tend to be the head of a prepositional phrase
(PP) that is attached to a predicate based on the
learnt CCG supertag information’ and its argument
noun phrase is exactly one of the given entities.
Therefore, our model assigns the highest weight to
“in”, which strongly suggests a “location” relation,
and thus results in the correct relation prediction.

5 Conclusion

In this paper, we propose a neural approach for im-
proving RE through a CCG guided attention mecha-
nism, where our model learns the CCG information
through a multi-task learning process to predict RE
and CCG supertags simultaneously and uses the
learnt CCG information to compute the attention
weights assigned to different words. In doing so,
our approach is able to learn the CCG information
through CCG supertag decoding rather than using
it as additional input features, which allows our
model to run efficiently in inference. Experimen-
tal results on two English benchmark datasets (i.e.,
ACEQ5 and SemEval) for RE demonstrate the ef-
fectiveness of our approach, where state-of-the-art
performance is obtained on both datasets.
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