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Abstract

Social media has increasingly played a key
role in emergency response: first responders
can use public posts to better react to ongo-
ing crisis events and deploy the necessary re-
sources where they are most needed. Timeline
extraction and abstractive summarization are
critical technical tasks to leverage large num-
bers of social media posts about events. Un-
fortunately, there are few datasets for bench-
marking technical approaches for those tasks.
This paper presents CrisisLTLSum, the largest
dataset of local crisis event timelines avail-
able to date. CrisisSLTLSum contains 1,000 cri-
sis event timelines across four domains: wild-
fires, local fires, traffic, and storms. We built
CrisisLTLSum using a semi-automated cluster-
then-refine approach to collect data from the
public Twitter stream. Our initial experiments
indicate a significant gap between the perfor-
mance of strong baselines compared to the hu-
man performance on both tasks. Our dataset,
code, and models are publicly available.'

1 Introduction

We present CrisisLTLSum, the first dataset on ex-
traction and summarization of local crisis event
timelines from Twitter. An example of an anno-
tated timeline in CrisisLTLSum is shown in Figure
1. A timeline is a chronologically sorted set of
posts, where each brings in new information or up-
dates about an ongoing event (such as a fire, storm,
or traffic incident). CrisisLTLSum supports two
complex downstream tasks: timeline extraction
and timeline summarization. As shown in Figure
1, the timeline extraction task is formalized as:
given a seed tweet as the initial mention of a crisis
event, extract relevant tweets with updates on the
same event from the incoming noisy tweet stream.
This task is crucial for real-time event tracking.
*Work done as Research Interns at Dataminr, Inc.

"ttps://github.com/CrisisLTLSum/
CrisisTimelines

Part of the

Timeline Timeline
June 21 [#BREAKING Smoke from vegetation fire near Friant and Rice

00:04|Road fills skies of Fresno amid strong winds (Seed Tweet)
#BREAKING A large fire burning in northeast Fresno near
Woodward Lake Thursday sent plumes of smoke into the air v
above the city.
The season is upon us. Strong winds and fire. Stay safe and stay
inside when you smell/see the smoke and dust. Word is that this

June 21
0:18

June 21

0:24 is a grass fire at Friant and Rice. (Repetitive)
June 21|A large fire is burning along Friant Road. You can watch X
0:40|@ VanessaABC30 giving an update on what we know right now. (Repetitive)

Winds have picked up immensely. Flames have reached Friant Rd.

Windy conditions making it difficult for firefighters to contain the v

blaze.

UPDATE: @ VanessaABC30 talking to CAL FIRE about the fire

June 21 |burning along Rice Rd. & Friant Rd. Officials say the fire started
1:18|as a commercial fire. Officials say there is a shelter in place order,

but no evacuations at this point.

Kevin Larrivee captured this video of a grass fire burning right

now on Friant Rd, north of Woodward Park. The wind is crazy v

today. As you can see, that wind is pushing the fire quickly.

June 21
1:08

June 21
1:31

Fire crews are working a vegetation fire near Friant and Rice
roads. Please use caution when driving in the area and follow all v
directions from emergency personnel.

June 21
1:33

Cal Fire officials have issued a shelter in place for residents
northeast of Fresno near Woodward lake due to a vegetation fire.
Summary 1 |Strong winds have made it difficult for firefighters as it pushes it
closer to Friant and Rice roads and officials urge motorists to use
caution when driving in the area.

A vegetation fire northeast of Fresno combined with windy
Summary 2 |conditions to cause firefighters problems. There was a shelter in
place order given but no evacuation orders were given.

Figure 1: This is a sample annotated timeline from Cri-
sisSLTLSum. The noisy timeline is the set of tweets
sorted chronologically. The first tweet is the seed of
the event. v means that the tweet is annotated to be
part of the timeline and X indicates that the tweet is ex-
cluded. The reason for the exclusion is written under
the mark.

The timeline summarization task aims to gener-
ate abstractive summaries of evolving events by
aggregating important details from temporal and
incremental information.

CrisisLTLSum can facilitate research in two di-
rections: 1) NLP for Social Good (crisis domain),
and 2) natural language inference and generation,
1.e., timeline extraction and summarization tasks.
Here, we discuss the importance and the differ-
ences of CrisisLTLSum compared to previous work
for both of these aspects. Towards the first direc-
tion, the extraction of real-time crisis-relevant in-
formation from microblogs (Zhang and Eick, 2019;
Mamo et al., 2021) plays a vital role in providing
time-sensitive information to help first responders
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understand ongoing situations and plan relief ef-
forts accordingly (Sarter and Woods, 1991). Cri-
sisLTLSum goes beyond the task of categorizing
each single crisis-relevant post independently (Im-
ran et al., 2013; Olteanu et al., 2014; Imran et al.,
2016; Alam et al., 2018; Wiegmann et al., 2020;
Alam et al., 2021a,b) and enables a more challeng-
ing task for extracting new updates of an ongoing
crisis event from incoming posts and summarizing
them with respect to the important event details.
This can help provide time-sensitive updates while
avoiding missing critical information in the bulk
of the posts in microblogs due to the high volume
of redundant and noisy information (Alam et al.,
2021a). To the best of our knowledge, this is the
first annotated dataset for such an extraction task,
while this problem has been tackled before in unsu-
pervised settings (Zhang et al., 2018).

Moreover, we focus on the extraction of local cri-
sis events. The term “local” indicates that an event
is bound to an exact location, such as a building,
a street, or a county, and usually lasts for a short
period. Building a corpus of local crisis events is
particularly useful for first responders but also chal-
lenging because the timelines of these events are
often not captured in existing knowledge sources.
This means one has to design mechanisms for au-
tomatically detecting and tracking events directly
from the Twitter stream, which is especially hard
for existing clustering methods (Guille and Favre,
2015; Asgari-Chenaghlu et al., 2021) given the low
number of available tweets for each local event.

For the second point, CrisisLTLSum enables
NLP research on the complex tasks of timeline
extraction and abstractive summarization. These
tasks are particularly challenging in the context of
social media. First, the process of identifying and
extracting relevant updates for a specific event has
to contend with the large volume of noise (Alam
et al., 2021a) and informal tone (Rudra et al., 2018)
compared to other domains such as news. Addition-
ally, summarizing an on-going event helps toward a
quick and better understanding of its progress. This
requires a good level of abstraction with important
details covered and properly presented (e.g., the
temporal order of event evolution). CrisisLTLSum
is the first dataset to provide human-written time-
line summaries to support research in this direction.

CrisisLTLSum is developed through a two-step
semi-automated process to create 1,000 local crisis
timelines from the public Twitter stream. To our

best knowledge, this is the first timeline dataset
focusing on “local” crisis events with the largest
number of unique events. The contributions of this
paper are as follows:

* We propose CrisisLTLSum, which is the
largest dataset over local crisis event timelines.
Notably, this is the first benchmark for ab-
stractive timeline summarization in the crisis
domain or on Twitter.

* We develop strong baselines for both tasks,
and our experiments show a considerable
gap between these models and human per-
formance, indicating the importance of this
dataset for enabling future research on extract-
ing timelines of crisis event updates and sum-
marizing them.

2 Related Work

Our work in this paper is related to two main direc-
tions of crisis domain datasets for NLP and timeline
summarization.

Crisis Datasets for NLP: Prior research has in-
vestigated generating datasets from online social
media (e.g., Twitter) on large scale crisis events,
while providing labels for event categories (Wieg-
mann et al., 2020; Imran et al., 2013), humanitarian
types and sub-types (Olteanu et al., 2014; Imran
et al., 2016; Alam et al., 2018; Wiegmann et al.,
2020; Arachie et al., 2020; Alam et al., 2021a,b),
actionable information (McCreadie et al., 2019),
or witness levels (Zahra et al., 2020) of each cri-
sis related post. While existing datasets on crisis
event timelines (Binh Tran et al., 2013; Tran et al.,
2015; Pasquali et al., 2021) are limited to a small
set of large-scale events, CrisisSLTLSum covers a
thousand timelines compared to only tens of events
covered by each of the existing datasets. Addition-
ally, we further go beyond the simple tweet catego-
rization by enabling the extraction of information
that include updates over the events’ progress.

Timeline Summarization: Timeline summa-
rization (TLS) was firstly proposed in Allan et al.
(2001), which extracts a single sentence from the
news stream of an event topic. In general, the
TLS task aims to summarize the target’s evolution
(e.g., a topic or an entity) in a timeline (Martschat
and Markert, 2018; Ghalandari and Ifrim, 2020).
Existing approaches of TLS are mainly based on
extractive methods, which are often grouped into
several categories. For instance, Update Summa-
rization (Dang et al., 2008; Li et al., 2009) aims to
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update the previous summary given new informa-
tion at a later time, while Timeline Generation (Yan
et al., 2011; Tran et al., 2015; Martschat and Mark-
ert, 2018) aims to generate itemized summaries as
the timeline, where each item is extracted by find-
ing important temporal points (e.g., spikes, changes
or clusters) and selecting representative sentences.
Another category, Temporal Summarization, was
first proposed in the TREC shared task (Aslam
et al., 2013) with follow-up work (Kedzie et al.,
2015), which targets extracting sentences from a
large volume of news streams and social media
posts as updates for large events. Temporal Sum-
marization is close to the first task (Timeline Ex-
traction) proposed in CrisisLTLSum.

There have been a few recent works on abstrac-
tive timeline summarization across different do-
mains, e.g., biography (Chen et al., 2019), nar-
ratives (Barros et al., 2019), and news headlines
(Steen and Markert, 2019), where the human-
written summaries are directly collected from the
web. The abstractive summarization goal is to gen-
erate a set of sentences summarizing the context of
interest without taking the exact words or phrases
from the original text but rather by combining them
and summarizing the important content. To our best
knowledge, CrisisLTLSum is the first to provide
human-written summaries for crisis event timelines
collected from noisy social media stream. Recent
research (Nguyen et al., 2018) has also investigated
the summarization task based on tweets in other
domains which essentially do not reflect the chal-
lenges in the summarization of an evolving event.

3 CrisisLTLSum Collection

This section presents our semi-automated approach
to collect CrisisLTLSum. We first extract clusters
of tweets as noisy timelines and then refine them
via human annotation to get clean timelines that
only include non-redundant, informative, and rele-
vant tweets.

3.1 Noisy Timeline Collection

Figure 2 shows the process for generating a set of
noisy timelines starting from the Twitter stream
and followed by pre-processing and knowledge
enhancement steps, the online clustering method,
and post-processing & cleaning steps.

Location, Time, and Keywords Filtering We
limit the incoming tweets to specific geographical
areas, periods, and domains of interest.

Filtering Mechanism

——— || Location & Date
Keywords Filterin,
( Filtering ] + [ oy g}

Twitter Stream

Entity Extraction & Augmentation

AllenNLP OpenlE Category Location

[Tweel 1 CAL FIRE Massfire #wildfire 38.8794°N 86°0530W ]

#Surfside

[Tweet N| Biden, USA building 30.3760°N 86°3663W ]

Gniine Clustering

.

Merge, Noise/Duplicates Removal

|| [Fmetne2
.

° °

;

:

Figure 2: The process of noisy timeline collection. The
output of this step are noisy clusters which are used to
create the dataset.

The location filtering relies on a list of location
candidates created by gathering cities, towns, and
famous neighborhoods in a big area of interest. A
tweet is considered relevant to our area of interest
if 1) the text mentions one of the candidates, 2)
the geo-tag matches the area of interest, or 3) the
user location matches the area of interest. To limit
the tweets to a specified crisis domain, we curate
domain-specific keywords and only select tweets
with phrases matching one of the keywords. This
approach is not comprehensive or exhaustive but
somewhat representative of each crisis domain. Im-
proving this method to be more encompassing is
an area for future research. The combinations of
(area a, domain d, time t) are manually selected
so that the events of type d at location a are more
frequent during time period ¢. For instance, wild-
fire events are most likely to happen in California
from May through August, while the same type of
event is more likely from December to Match in
Victoria (Australia). More details with examples
of curated keywords can be found in Appendix A.

Entity Extraction This step aims to extract en-
tity mentions from the tweet text and provide ad-
ditional information that can be used to help iden-
tify related tweets. We use three different mod-
ules. First, we use a pre-trained neural model
from AllenNLP (Gardner et al., 2018), trained
on CoNLLO3 (Tjong Kim Sang and De Meulder,
2003), to extract entities with types of people, lo-
cation, and organization. Although this module
extracts some important entities in the text, it fails
to extract uncommon entities or special mentions
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such as the name of a wildfire. To address this,
similar to prior research (Zheng and Kordjamshidi,
2020), we further exploit the extractions from Ope-
nlE (Stanovsky et al., 2018) and select the noun
arguments with less than ten characters as entities.
Lastly, we add the tweet’s hashtags to the entity set.
Since location mentions are crucial in extracting
local events and existing models have low perfor-
mance detecting them from noisy tweets text, we
further developed a BERT-based NER model tuned
on Twitter data to detect location mentions.

Location Augmentation We use Open-
StreetMap API to map location mentions to
physical addresses.” This step provides com-
plementary information about each location
while reducing the noise introduced by the entity
extraction module through removing location
mentions that are wrongly detected or are not
located in the area of interest. This is especially
important since our focus is on local events
happening at specific locations.

Online Clustering This step aims to mimic the
real-life scenario where tweets are sequentially fed
into a clustering algorithm (Wang et al., 2015).
We further choose this method since this is a lot
faster than the retro-respective (all data available
at the same time) clustering methods for a large
pool of input data. Here, the clustering objective
is to group tweets related to the same local event,
such as a “fire in building A” or a “wildfire in a
specific area”. The online clustering method uti-
lizes a custom similarity metric that combines the
similarity of the entities, the closeness of locations
in the real world, and the existence of shared hash-
tags. Algorithm 1 shows the similarity computation
between two tweets. The smallest_distance com-
putes the minimum physical distance between lo-
cation mentions given their augmented real-world
location (the output of the location augmentation
step). As the distance between higher-level loca-
tion mentions such as state/city/country is always
zero, we simply ignore those location types. The
find_matching_entities function follows the ideas
in Faghihi et al. (2020) on creating a unique match-
ing matrix, which we use for extracting the top
matching pairs of entities from tweets. Here, each
entity can only be paired once with the highest
matching-score entity from the other tweet. The
MANGist, MATdists Shashtags and sg;s¢ are hyper-

2https ://www.openstreetmap.org/

Algorithm 1 Find Similarity of tweet ¢; and ¢,

similarity =0
if t1.hashtags N to.hashtags # () then
similarity = similarity + Spashtag
end if
distmin = smallest_distance(tq, ta)
if dz’stmm > Maxgist then
return 0
else if dist,;n < mings then
stmilarity = similarity + Sgis
end if
top_pairs = find_matching_entities(¢1, t2)
norm_factor =
min(len(t;.entities), len(to.entities), top_pairs)

Sentity = _, top_pairs.similarity /norm_factor

similarity = similarity + Sentity
return similarity

parameters of the clustering algorithm. We have
only used heuristics and a small set of executions
to tune these hyper-parameters.

The pre-processed set of tweets is passed to the
online clustering method, one tweet at a time. For
each new tweet, similarity scores are computed be-
tween the new tweet and all cluster heads. The
new tweet is added to the highest matching-score
cluster where the similarity score is higher than
STMypreshold and the time elapsed between the new
tweet and the last update of the cluster is less than
timegnreshold- 1f the previous criteria are met for
none of the clusters, a new cluster is created based
on the new tweet. During this process, we re-
move inactive clusters whose last update was at
least expiration;p esholq Minutes ago and have
less than tweet iy, eshoig NUMber of tweets available.
A cluster head is always the tweet with the most
entity mentions; In case of a tie, the more recent
tweet becomes the head of the cluster. The hyper-
parameters of this method is noted in Appendix
A.

Cluster Post-Processing We apply three post-
processing steps to improve the quality of the gen-
erated clusters. First, we manually merge pairs of
clusters with a cluster head similarity higher than
a threshold head,,;,. This step compensates for
some of the errors from missing entities in the pre-
processing step, which affects the intermediate sim-
ilarity scores in the clustering algorithm. Second,
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we use a simple fuzzy sequence-matching tech-
nique to remove identical or similar tweets inside
each cluster. Third, we train a BERT-based (De-
vlin et al., 2019) binary classifier to detect infor-
mative content, which can be used to prune out
the noisy tweets that do not include crisis-relevant
information. This classifier is trained on the avail-
able labeled data (Alam et al., 2021a) on tweets’
informativeness. Since most of the available tweets
in Alam et al. (2021a) are specific to storm and
wildfire domains and there are no representative
subsets for our other domains of interest (traffic,
local fire), we only apply this step to the clusters
that are generated for those categories. These post-
processing steps aim not to prune out all the noisy
information but rather to provide a better starting
point for our next steps.

3.2 CrisisLTLSum Human Annotation

Taking the noisy timelines generated from the pre-
vious step, we leverage human annotations to refine
and generate clean timelines and summarize them.
We, authors of this work, manually selected 1,000
clusters that contain enough tweets describing how
a crisis event evolves, while specifying the “seed
tweet” (i.e. the first observed post that describes
the ongoing event) of each timeline. The detailed
process is presented in Appendix B. The selected
clusters cover events mainly from four crisis do-
mains, including wildfire, local fire, storm, and
traffic. More data statistics are shared in Section 4.

Procedure We use the Amazon Mechanical Turk
(MTurk) platform to label and refine the noisy clus-
ters to generate a clean timeline and collect the
summaries. We split the annotation into multiple
batches of Human Intelligence Tasks (HITs), where
each batch contains timelines from the same do-
main. Each HIT contains three noisy timelines, and
we collect annotations from 3 different workers on
each. The workers are given the seed tweet and the
subsequent tweets sorted by time, and they were
asked to read the tweet one by one and answer 1)
whether the tweet should be part of the timeline,
and ii) what is the reason if not.
A tweet is labeled as part of the timeline only if
it satisfies all the following three conditions:
* relevant: talks about the same event indicated
in the seed tweet
* informative: provides facts about the event
but not only contains personal points of view
* not repetitive: brings in new information

Domain | Timelines | Tweets | v/ X
Wildfire | 423 4,829 1,961 | 2,868
Traffic | 287 2,340 || 831 1,509
Fire 155 1,469 640 829
Storm 109 1,767 789 978
Other 26 205 82 123
1,000 10,610 || 4,303 | 6,307

Table 1: Data statistics across different crisis domains
in terms of the number of timelines and tweets. v indi-
cates tweets that are part of the timeline and X indicates
tweets that are not part of the timeline.

about the ongoing event
After reviewing all the tweets, the worker is finally
asked to write a concise summary to describe how
the event progresses over time. Detailed instruc-
tions and annotation workflows are presented as
Figures 8-14 in Appendix E.

Annotation Workflow & Quality Control Fol-
lowing prior quality control practices (Briakou
et al., 2021), we use multiple quality control (QC)
steps to ensure the recruitment of high-quality an-
notators. First, we use location restriction (QC1)
to limit the pool of workers to countries where na-
tive English speakers are most likely to be found.
Next, we recruit annotators who pass our qualifi-
cation test (QC2), where we ask them to annotate
3 timelines. We run several small pilot tasks, each
with a replication factor of nine. We check an-
notators’ performance on timeline extraction task
against experts’ labels and have experts manually
review (QC3) annotators’ summary quality. Only
workers passing all the quality control steps con-
tribute to the final task. During the final task, we
perform regular quality checks (QC4), and only use
workers who consistently perform well.

Compensation We compensate the workers at a
rate of $3 per HIT for the task. Each batch of tasks
is followed by a one-time bonus that makes the
final rate over $10 per hour.

4 CrisisLTLSum Statistics & Analysis

In this section, we cover comprehensive statistics
and analysis of CrisisLTLSum to further elaborate
on the statistical characteristics of our dataset.

4.1 Dataset Statistics

Out of these 1,000 annotated timelines (10,610
tweets) in CrisisLTLSum, 423 (42%) are about

5459



wildfire, 287 (29%) are about traffic, 155 (15%)
are about local fire, 109 (11%) are about storm,
and 26 (3%) are about other types of events (e.g.,
building collapse). To make the ground-truth on
whether each tweet is part of the timeline or not,
we take the majority label among the three work-
ers. 4,303 (41%) tweets are labeled as part of the
timeline, whereas 6,307 (59%) are not. Out of all
timelines, 110 (11%) only include tweets that are
part of the timeline, whereas 68 (7%) did not in-
clude any. Table 1 presents the statistics across
different event crisis domains.

4.2 Dataset Analysis

Timelines by Lengths Table 2 presents the ag-
gregated length (i.e., number of tweets) distribution
of the timelines. The majority of the timelines (447
or 45%) have five tweets or less. This is observed
across all crisis domains except for storm events,
where the majority of the timelines (43 out of 109)
are 6 to 12 tweets in length. It is worth noting that
our dataset includes long timelines of 26 or more
tweets, constituting 9% (94 timelines) across all
domains. Figure 3 presents the average percentage
of part-of-timeline tweets based on the aggregated
length distributions of the timelines. We notice an
interesting trend across the domains: the longer
the timeline, the lower the average percentage of
tweets to be part of the timeline.

Annotation Quality To measure the agreement
rate between workers on the timeline extraction
task, we consider the annotations of two out of
three workers who agree most per timeline. The
average timeline-level agreement between those
two workers is 90.06% . We also explore a more
profound analysis by comparing the workers’ anno-
tations on 20% of the timelines against the annota-
tions of experts. To do so, we evaluate the majority
label provided by the three workers against the la-
bel provided by the experts. The average timeline-
level agreement rate of this analysis is 91.77%.

4.3 Dataset Splits

To aid reproducibility when using our dataset
for various research experiments, we divided our
dataset into: training (TRAIN: 70% or 706 time-
lines), development (DEV 10% or 86 timelines),
and testing (TEST 20% or 208 timelines) splits.
The splits are created via stratified sampling based
on the event crisis domains and the length of time-
lines (i.e., number of tweets) as shown in Table 2.

. | Aggregated Timelines Lengths
Domain - e T TT13-251 [ 126 -
Wildfire | 175 140 59 49
Traffic | 158 95 20 14
Fire 76 45 22 12
Storm |21 43 27 18
Other 17 8 0 1

447 331 128 94

Table 2: Dataset statistics based on the aggregated time-
lines lengths (i.e., number of tweets) across different
crisis domains.

W [1-5] @ [6-12] [13-25] W [26-]
80%
@ 60%
8
o 40%
°
i" 20%
0%
Wildfire Traffic Fire Storm Other

Figure 3: Average % of tweets that are part of the time-
lines based on the aggregated timelines lengths across
different crisis domains.

Detailed statistics are available in Appendix D.

S Experiments

Here, we first formalize the definitions of the down-
stream tasks. We then propose a set of existing
naive and advanced models to serve as a baseline
for these tasks. Next, we analyze the performance
of the baselines on each task and provide error
analysis for the best performing baseline to indi-
cate the remaining major challenges of this dataset
for future research.

5.1 Task Definitions

Given a crisis event timeline consisting of n tweets
T = [to, t1, ..., tn], Where ¢y is the seed tweet, i.e.
the first observed post that describes the ongoing
event, we define two tasks: Timeline Extraction
and Timeline Summarization.

Timeline Extraction: Given an initial seed
tweet tg, and following chronologically sorted
tweets t;,7 = 1, ..., n, the goal of the timeline ex-
traction task is to determine whether tweet ¢; is
part of the timeline, i.e., related to the same event
and adding new information compared to all prior
tweets [to, ..., t;—1]. Up to time n, a clean timeline
Tovtracted = [to,tL,t2,..,t™],m < n is extracted
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to describe how the event progresses over time.

Timeline Summarization: Similar to previ-
ous work by Chen et al. (2019), this task aims to
generate a summary Y = {1y, ..., Wy} with se-
quence of words w; to concisely describe the crisis
event and its evolution given the output from the
timeline extraction task 7.t qcteq- In particular,
it tries to optimize the parameters that maximize
the probability P(Y/Teytracted) given ground-truth
summaries Y = {wq, ..., wg }.

5.2 Modeling
5.2.1 Timeline Extraction

Naive Baseline We employ a simple and naive
baseline that assigns the label of the majority class
observed in TRAIN to detect whether a tweet is part
of the timeline or not.

Sequence Classification We leverage pretrained
language models to build sentence-level classifiers.
We construct a list of tweet sequences S by concate-
nating all the tweets that are part of the timeline
from t; to t;: S = [tl,tl + to, ..t + ...+ tn].
Therefore, each timeline of n tweets would yield
n sequences. For our first sentence-level classifica-
tion model, we fine-tune BERT (Devlin et al., 2019)
on the tweet sequences where every training exam-
ple would have the form of “ty [SEP] s;”’; where
s; € S. We fine-tune this model using Hugging
Face’s Transformers (Wolf et al., 2020).

Sequence Labeling Given the sequential nature
of timelines, we treat the timeline extraction task
as a sequence labeling problem. We create a model
by adding a GRU (Cho et al., 2014) on top of
BERT. Given a timeline T' = [to, t1, t2, .., tn], we
feed every tweet ¢; to BERT and get its contextual
representation corresponding to the [CLS] token.
We then concatenate the representations of all the
tweets and feed them to the GRU to predict if each
tweet is part of the timeline or not.>

5.2.2 Timeline Summarization

Naive Baselines We define three simple models
as the first set of timeline summarization baselines:
1) first-tweet: uses the first tweet of the timeline
as the output summary; 2) last-tweet: uses the last
tweet of the timeline as the output summary; and
3) random-tweet: uses a random tweet from the
timeline as the output summary.

31t is important to note that the loss corresponding to the
seed tweet t( is masked out during training.

Seq2Seq Models We further benchmark two
pretrained sequence-to-sequence (Seq2Seq) mod-
els: BART (Lewis et al., 2020) and Distill-
BART (Shleifer and Rush, 2020). We chose these
two models as they achieve strong results on vari-
ous summarization datasets. For BART, we train it
from scratch, and for DistilIBART, we use a version
that has been fine-tuned on both XSum (Narayan
et al., 2018) and CNN/DM (Hermann et al., 2015)
datasets. We use the fine-tuned DistillBART model
in two settings: 1) further fine-tuning on CrisisLTL-
Sum; 2) zero-shot setting. We use HuggingFace’s
Transformers to fine-tune both of these models.
The input to the Seq2Seq models is the concate-
nation of all tweets that are part of the timeline.
Since each timeline in our dataset is annotated by
three workers (§3.2), it includes three summaries.
To adapt the timeline summarization task to this
setting, we pick the two summaries written by the
two workers who agree the most based on the time-
line extraction labels they assign to the tweets in
each timeline. This reduces the variance between
the summaries regarding their coverage of the cri-
sis event described in the tweets that are part of
the timeline. During fine-tuning, we double the ex-
amples in TRAIN by repeating each timeline twice,
once for each summary. We describe all training
settings and hyperparameters in Appendix C.

6 Results

6.1 Timeline Extraction

Table 3 presents timeline extraction results on the
DEV set. For evaluation, we use the average
timeline-level accuracy. The naive majority class
baseline marks every tweet as not part of the time-
line and achieves 48.57 average timeline accuracy.
This is expected since 10 timelines in the DEV set
only contain tweets that are part of the timeline
(§4.1). The BERT-based sequence classification
model achieves 74.64 average timeline accuracy,
beating the BERT-GRU model, which achieves
65.86. Although the BERT-based sequence clas-
sification model has a limitation when extracting
long timelines due to its limited size of 512 po-
sitional embeddings, it performs better than the
BERT-GRU sequence labeling model. We attribute
this to: 1) the careful preprocessing we did when
constructing the sequences used to train the BERT-
based sequence classification model, and 2) the
limited data size, which might not enable the BERT-
GRU model to fully capture the sequential relation-
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ship across the tweets in the timelines.

For timeline extraction results on the TEST set,
we compare both the human-level performance and
the best model’s performance against experts’ an-
notations.* To get the human-level performance
on the TEST set, we average the performance of
the two workers who agree most across all time-
lines in TEST. The best timeline extraction model
achieves 73.51 average timeline accuracy, whereas
the human-level performance is 88.98. This high-
lights the difficulty of the timeline extraction task
and indicates that more involved models are needed
to close the gap between model performance and
human-level performance.

6.2 Timeline Summarization

We evaluate all timeline summarization models
with ROUGE (Lin and Och, 2004). The summa-
rization output of each model is evaluated in a
multi-reference setting against the two summaries
written by the two workers who agree the most
based on the timeline extraction labels. We use
SacreROUGE (Deutsch and Roth, 2020) to com-
pute multi-reference ROUGE scores.

Table 4 presents the F1 scores of ROUGE-1 (R1),
ROUGE-2 (R2), and ROUGE-L (RL) of the time-
line summarization models on the DEV set. The
three naive baselines (first tweet, last tweet, and
random tweet) achieve comparable performances,
with R1 being the highest compared to R2 and RL.
This is expected since the tweets in the timeline and
the reference summaries (also tweets) all describe
the same event, which leads to a considerable uni-
gram overlap (i.e., R1).

For the Seq2Seq pretrained models, we present
results in two settings: 1) using the oracle timeline;
and 2) using the extracted timeline from the best
timeline extraction model. In the oracle setting, we
use the gold labels in the DEV set to identify tweets
that are part of each timeline to the summarization
models. The results of this oracle experiment esti-
mate an upper bound for the summarization models
used in this task. As shown in Table 4, the fine-
tuned BART model achieves the best performance
in terms of R1, R2 and RL. When we apply the best
timeline extraction models to identify the tweets
that are part of the timeline, we observe consistent
conclusions. On TEST set, the best summariza-
tion model (i.e., BART) achieves 47.05, 25.40, and

*1t is worth noting that this is the same set that was used to
estimate the annotation quality (§4.2)

Accuracy
Majority Class 48.57
BERT 74.64
BERT-GRU 65.86

Table 3: Results of timeline extraction models on DEV.

R1 R2 RL

First tweet w/o TE | 32.15 | 14.35 | 24.09
Last tweet w/o TE | 28.69 | 12.03 | 21.65
Random tweet w/o TE | 30.56 | 13.61 | 23.24
Oracle | 47.72 |26.16 | 36.90

BART TE 45.32 | 24.61 | 34.68
DistillBART  Oracle |44.87|24.37 | 32.00
(Zero-shot) TE 42.97|21.82 (29.49
.. Oracle |47.50(25.11 | 34.64
DistlBART 1™ | 4504 | 22,61 | 32,51

Table 4: Results of different timeline summarization
models after timeline extraction and in oracle settings
on DEV.

35.90 in R1, R2, and RL, respectively.

Human Evaluation We further conducted a hu-
man evaluation to better assess the quality of the
summaries. We take the whole TEST set and
we evaluate eight summaries per timeline: 1) the
three human-written summaries; 2) three model-
generated summaries using the three models we
develop for timeline summarization in the oracle
setting; 3) two summaries from random systems:
a random tweet that is part of the timeline, and a
summary from a randomly selected timeline that
belongs to a different crisis domain. The random
systems add naive baselines and also serve as ad-
ditional check on the annotation quality. Follow-
ing a similar process in 3.2, we recruit a group of
workers from MTurk with the same Location re-
striction (QC1), who can pass our pilot study as a
qualification test. Each summary was evaluated by
five different workers on a scale from 1 to 5 across
four axes: Coherence, Accuracy, Coverage, and
Overall quality, as was done by Lai et al. (2022).
Detailed instructions and annotation workflows are
presented as Figures 15-21 in Appendix E.

Table 5 presents the results. Looking at the re-
sults over all the timelines, the human-written sum-
maries are significantly better than the ones gen-
erated by models, in terms of overall quality with
an average rating of 4.12. The human-written sum-
maries are also better in terms of accuracy, however,
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[AlT]

Acc Coherence Cov Overall|| Acc Coherence Cov Overall
Human 4.75 4.85 4.14 412 | 4.73* 4.83 397 3.98*
BART 4.71 4.86 391 3.93 4.59 4.81 343  3.50
DistillBART 4.33 4.68 4.17 3.90 4.56 4.70 3.82 374
DistillBART (Zero-shot) | 4.60 4.60 413 3.92 4.67 4.83 3.75 3.7
Random Tweet 4.72 4.71 340 3.40 4.53 4.64 272 279
Random Summary 1.16 4.55 1.16 1.17 1.24 4.45 1.25 1.25

Table 5: Results of human evaluation on human and model generated summaries. [All] means all timelines in
the TESTand [6 —] means ones with length > 6. * denotes human summary is significantly (p < 0.05) better or
worse than the best performing model based on one-sided Mann—Whitney U test (Mann and Whitney, 1947). Bold

numbers denote best systems.

this was not statistically significant compared to
the average accuracy ratings assigned to the mod-
els generated summaries. The models generated
summaries have higher average ratings in terms of
coherence and coverage, but this is not statistically
significant compared to the human-written sum-
maries. Notably, the gap of the ratings becomes
larger for longer timelines (i.e., timelines with 6 or
more tweets). The human-written summaries are
significantly better in terms of accuracy, coverage,
and overall. In terms of coherence, they are on
par with the models generated summaries. This
highlights the shortcomings of the summarization
models when it comes to long timelines.

6.3 Error Analysis

We conduct an error analysis over the outputs of
the best models for timeline extraction and sum-
marization on DEV. For timeline extraction, 66
timelines (77%) have at least one error, in which
272 out of 958 tweets (28%) are wrong.

Extraction| Summarization
Length | Accuracy | R1 | R2 | RL
[1-5] 76.97 149.43|29.48|39.25
[6-12] 74.24 43.92|23.19|33.62
[13-25]| 73.59 |43.71]22.93]32.65
[26-] 67.37 |35.10|11.87|21.73

Table 6: Best timeline extraction and summarization
models performances on DEV based on timelines’
lengths.

Table 6 presents timeline extraction and summa-
rization results of the best models based on differ-
ent timeline lengths over the DEV set. We observe
that the model performance decreases with increas-
ing timeline length for both timeline extraction and
summarization tasks, with significant drops in accu-
racy and ROUGE scores when timelines get longer.

Moreover, we inspected some of the generated sum-
maries manually and we noticed that most of the
summarization errors were due to hallucinations or
to copying specific sentences that are present in the
timeline without covering all the important event
details described in the timeline. For instance, for
the timeline in Figure 1, the best baseline summa-
rization model (i.e., BART) generated the follow-
ing summary: “A large fire burning in northeast
Fresno near Woodward Lake sent plumes of smoke
into the air above the city. Officials say the fire
started as a commercial fire”. The two sentences in
the generated summary are copied verbatim from
the tweets in the timeline. This highlights the need
for better models to capture the important details
mentioned in the timeline.

7 Conclusion

We presented CrisisLTLSum, the first dataset on
local crisis timelines extracted from Twitter and
the first to provide human-written summaries on
information extracted from Twitter. We showed
that CrisisLTLSum supports two downstream tasks:
Timeline Extraction and Timeline Summarization.
Our experiments with SOTA baselines indicate that
both of these tasks are challenging and encourage
future research. Our dataset further provides a re-
source for developing methods on utilizing micro-
blogs toward aiding first-responders in evaluating
ongoing crisis events. In future, we plan to explore
models that can solve both tasks in a joint setting
by extracting new information from each update
point and then summarizing those. This dataset
can also be expanded by additional annotation to
enable abstractive entity-based understanding of
the event flow (Mishra et al., 2018; Faghihi and
Kordjamshidi, 2021).
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Limitations

This study has some limitations on the dataset gen-
eration workflow. First, our noisy timeline collec-
tion process is not a comprehensive and exhaustive
extraction to find all available information about
a local crisis event. Here, our focus is to provide
a representative dataset rather performing a com-
prehensive set containing all the local crisis events
and their updates. Second, the proposed noisy time-
line collection pipeline is highly dependent to the
performance of the entity extraction modules, espe-
cially for the location extraction, and the accuracy
of the OpenStreetMap API to find the correct phys-
ical address of each location mention. Accordingly,
replicating the same process for other language or
based on other locations may be hard because of
such dependencies. Furthermore, the online clus-
tering method used in this paper has a set of hy-
perparameters which are tuned heuristically from
a small set of experiments. More comprehensive
and large scale experiments on tuning those param-
eters could potentially impact the quality of the
generated timelines. Generating similar results by
following our noisy timeline collection process is
in general limited by the users’ access to the pub-
lic Twitter stream and the changes in the available
posts (they may become restricted or deleted).
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A Noisy Timeline Collection

In this section, we provide some additional infor-
mation on the noisy timeline collection process.

A.1 Location and Date Selection

We build CrisisLTLSum by limiting the search
to four crisis domains: wildfire, local fire, traf-
fic, and storm. We collect CrisisLTLSum across
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seven states in the USA and two states of Australia
during 2020 and 2021. The selected states in the
USA are New York, Illinois, Massachusetts, Cal-
ifornia, Texas, and Florida. From Australia, we
have selected the states of New South Wales and
Victoria. These states are selected as they are some
of the areas subject to the most events falling into
our crisis domains of interest. California, Victoria,
and New South Wales are mainly selected due to
the abundance of wildfires in hot seasons. Texas
and Florida have been selected as they are both sub-
ject to wildfires and storm events during different
months. Massachusetts and Illinois are selected
first because those areas are frequently subjected to
bad weather, and second as they contain big cities
subject to traffic and local fire events alongside
New York.

A.2 Keyword Filtering

This step selects the subset of filtered tweets related
to a specific crisis category of interest. Ideally, this
task can be performed by a neural model trained
on a large set of tweets with labeled data indicating
the categories. However, as such a large amount of
labeled data is unavailable, we rely on a common
approach of designing keywords. We carefully cu-
rate a keyword list for each of our categories of
interest by employing expert knowledge gathered
through over-viewing crisis stories in news, social
media, and related big disaster events of the past.
Table 7 shows some example keywords used in
each of the crisis domains in CrisisSLTLSum. Please
note that these lists are generic for each category
and not specific to unique events. For instance,
instead of defining keywords specific to an event
called “Hurricane Ida”, our keywords list includes
phrases such as “fallen tree”, “building collapse”,
or “storm”. The quality of the keywords list is cru-
cial to the final quality of the generated timelines,
and we polish this list multiple times based on small
sets of experiments before using them for the final
task. Each keyword can be either a single word or
multiple words. To avoid making a long list of key-
words and ensure that different lexical formats of
the same word are still considered in the keyword
matching process, we maintain both a lower-cased
and a lemittized version of the keywords and the
tweet’s text. If any of the keywords exist in the
text and in any of these formats, then the tweet is
considered related to the category. The multi-word
keywords are not considered n-grams but as an in-

dication that all the words in the keyword should
exist in the text, even if not as a sequence. This
approach will not be comprehensive or exhaustive
but rather representative of each crisis domain. Im-
proving this method to be more encompassing is
an area for future research.

A.3 Clustering Hyper-Parameters

We use the following parameters shared among
all different domains: Spgshiag 15 set to 0.2 and
Sdist 18 0.3. The simpreshora and timeinreshold
are set to 0.7 and 15 hours respectively. The
timeynreshold 18 reduced to 3 hours to avoid merg-
ing various accidents at different times but in the
same location. The mings and maxg;s are set
to 0.4 kilometer and 4 kilometer for fire and traf-
fic events while having the larger range of 0.4 and
10 kilometers for the wildfire and storm extrac-
tion. The expirationipyreshoid 1S set to 15 hours
and tweetthmshold is 4.

A.4 Automatic and Manual Cluster Merge

The online clustering approach may fail to properly
relate some tweets due to missing entities, cluster-
ing method hyper-parameters, or the difference in
the description of various angles of the same story.
To address this, we merge clusters by comparing
all cluster heads with each other and combining
those with a higher similarity score than a thresh-
old speqq. Additionally, we use human feedback to
merge clusters where their similarity score is below
Sheaq but higher than a second hyper parameter
SZ";ZLd. This process can compensate for a portion
of the missing entities due to entity extraction ac-
curacy or tweets’ informal text.

A.5 Duplicate Removal

Here, the goal is to remove tweets from the same
cluster with identical or similar text. The duplicate
removal relies on a fuzzy string sequence-matching
technique to compute the similarity between a pair
of tweets. We simply go over each tweet sorted in
chronological order and remove the ones that match
any of the previous tweets in the same cluster with
a matching score higher than d,,,q¢cp-

A.6 Noise Removal

Although the keyword filtering step would reduce
the number of tweets unrelated to the category of
interest, this step aims to further remove the un-
related clusters generated from the pipeline. To
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Wildfire

wildfire, bushfire, campfire, volcano erupt, forest fire, ash fall, vegetation fire

Local fire | house fire, structure fire, building fire, gas leak, fire alarm, tower burned

Storm

tornado, shelter, storm damage, building collapse, storm collapse, roof damage, fallen tree

Traffic

traffic delay, road blocked, car fire, crash, injury, rollover, accident, stalled vehicle

Table 7: Sample keywords for each crisis domain in CrisisLTLSum.

do so, we use a neural model for detecting the in-
formativeness of tweets’ text by training it on the
available labeled data (Alam et al., 2021a). As the
definition of informativeness in our domain differs
from the data source, we further define a mapping
between their label set and the informativeness as
we refer to it. Hence, any fine-grained label related
to personal emotions, prayers, or donations is re-
moved from the informative set. Since this process
is very category relevant and the existing labeled
datasets do not cover all of our categories of inter-
est, we can only apply this step to those categories
where a representative subset exists for them in
the available resources. We formulate this task as
a Boolean tweet classification task to predict the
tweet informativeness by applying a linear classifi-
cation module on top of the aggregation token of a
transformer-based language model.

B Noisy Clusters Selection for Human
Annotation

This section gives more details on how we select
noisy clusters for human annotation. Our goal is
to select 1000 clusters that contain enough tweets
describing an evolving crisis event. In particular,
we first identify a “seed tweet” as the first observed
post mentioning a local crisis event, then roughly
check whether the following tweets in the cluster
contain updates about the same event. Taking the
example in Figure 1, we first see “a vegetation fire
happened” in the seed tweet, then see “plumes of
smoke”, “windy condition impacts fire control”.
We select clusters across four crisis domains, in-
cluding wildfire, fire, storm, and traffic, depending
on how frequently each type of event happens in
extracted noisy clusters.

B.1 Sample noisy timelines

Figure 4 shows the noisy timeline of the same an-
notated example from Figure 1. Figure 5, 6, and 7
show sample noisy timelines from other domains
in CrisisLTLSum.

C Detailed Experimental Setup

C.1 Timeline Extraction

BERT We fine-tune BERT base uncased on a
single GPU for 10 epochs with a learning rate of
5e-5, batch size of 32, a seed of 42, and a maximum
sequence length of 512. At the end of the fine-
tuning, we pick the best checkpoint is based on the
performance on the DEV set.

BERT-GRU For the BERT-GRU sequence label-
ing model, we use BERT base uncased to get the
contextual representation for each tweet. The GRU
has one layer with a hidden size of 128. The model
was trained for 50 epochs with early stopping after
five epochs if the performance did not improve on
the DEV set. We use a learning rate of 5Se-5, a batch
size of 16, and a seed of 42.

C.2 Timeline Summarization

We fine-tune BART based on a single GPU for ten
epochs with a learning rate of Se-5, batch size of
16, a seed of 42, and a maximum target sequence
length of 512. For DistillBART, we use the same
hyperparameters. During inference, we use beam
search with a beam size of 4. At the end of the
fine-tuning, we pick the best checkpoint is based
on the performance on the DEV set.

D Detailed Data Splits

Detail statistics on TRAIN, DEV, and TEST are
shown in Table 8.

E Annotation Interface

Figure 8 - 14 show the annotation interface for the
Timeline Extraction & Summarization task. Fig-
ure 15 - 21 show the annotation interface for the
Summarization Quality Estimation (QE) task.

For the QE task, we first display the rating
rubrics and examples to the workers as shown in
Figure 15 - 17. To ensure the workers have a good
understanding of the QE dimensions listed in the
rubrics, as shown in Figure 18, the workers are
asked to pass a screening test before they can ac-
cess the quality rating part of the task interface.
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Train Dev Test
Domain |[1 - 5]][6-12]][13-25][26 -]||[1 - 5]|[6-12]][13-25]][26 —][|[1 - 5][[6-12]][13-25][[26 -]

Wildfire|125 [101 |42 35 14 11 5 4 36 28 12 10
Traffic (113 |66 15 9 13 8 2 2 32 21 3 3
Fire 54 32 15 8 7 3 2 1 15 10 5 3
Storm |14 30 18 12 2 4 3 2 4 2 0 0
Other |11 5 0 1 2 1 0 0 5 9 6 4

Table 8: Aggregated data statistics based on crisis domains and timeline lengths of the TRAIN, DEV, and TEST
splits.

Timeline
June 21 [#BREAKING Smoke from vegetation fire near Friant and Rice
00:04|Road fills skies of Fresno amid strong winds

#BREAKING A large fire burning in northeast Fresno near
Woodward Lake Thursday sent plumes of smoke into the air

June 21

0:18 above the city.
June 21 The season is upon us. Strong winds and fire. Stay safe and stay
0-24 inside when you smell/see the smoke and dust. Word is that this

is a grass fire at Friant and Rice.

June 21|A large fire is burning along Friant Road. You can watch
0:40|@VanessaABC30 giving an update on what we know right now.

Winds have picked up immensely. Flames have reached Friant Rd.
Windy conditions making it difficult for firefighters to contain the
blaze.

UPDATE: @VanessaABC30 talking to CAL FIRE about the fire

June 21|burning along Rice Rd. & Friant Rd. Officials say the fire started
1:18|as a commercial fire. Officials say there is a shelter in place order,

but no evacuations at this point.

Kevin Larrivee captured this video of a grass fire burning right

now on Friant Rd, north of Woodward Park. The wind is crazy

today. As you can see, that wind is pushing the fire quickly.

June 21
1:08

June 21
1:31

Fire crews are working a vegetation fire near Friant and Rice
roads. Please use caution when driving in the area and follow all
directions from emergency personnel.

June 21
1:33

Figure 4: Sample noisy timeline of a wildfire event. This is the same example depicted in Figure 1.

Once they answer the test question with the correct
answer, the rating interface will show up, as shown
in Figure 19. In this page, we display the original
tweet timeline on the left hand side of the rating
interface. Before displaying all the summaries and
the rating options, to make sure the workers go
over the timeline carefully, we ask them to use the
length of the timeline to answer the last screening
question before conducting the rating task. The
rating part of the interface is shown in Figures 20
and 21.
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Timeline

May 29
10:21

US-92 is closed in both directions in Daytona Beach at Indian
Lake Rd due to a crash. Motorists should seek an alternate route.
https://t.co/WQwXpPupG9

May 29
10:23

#TRAFFICALERT: A vehicle fire is currently blocking the
westbound lanes of ISB/US-92 at Indian Lake Rd in Daytona
Beach. Westbound traffic is closed at LPGA Blvd. Expect delays,
try to seek an alternate route if possible

May 29
10:29

crash is on west side of US 92 at Indian Lake Rd. and per
@FHPOrlando road is closed at LPGA https://t.co/LCeSorvj20

May 29
11:02

** MAJOR FATAL CRASH ** WB International Speedway Blvd
x Indian Lake Rd - fatality on scene - WB Int Speedway
CLOSED #Volusia #Monday https://t.co/5Wklu88sDi

Figure 5: Sample noisy timeline of a traffic event.

Timeline
#BREAKING
Earlier reported overflow Los Flores de Catia
July 28 |As a result, flood waters have entered the buildings
22:49
#Flood #Venezuela #Caracas #BreakingNews
https://t.co/2FMIWrZb71 https://t.co/LpW1BP39fx
Guaire River overflowed at corner of Puerto Escondido, which
July 28 |caused a perimeter wall to collapse
22:56  |#Flood #Venezuela #Caracas #Lluvias #Breakingnews https://t.
co/MEqXOSzFt8 https://t.co/gRvxdUdXOE
Internet users posted videos of the flow near the Ciudad
Tamanaco Shopping Center &amp; on the Francisco Fajardo
July 28 Highway near Macaracuay. Other areas of the city were flooded
23:00 after the rains that fell
#Flood #Venezuela #Caracas #Lluvias
https://t.co/lugNddfk6TC https://t.co/g7z9UBbGIP
In the city it has been raining heavily from approximately 3:00 in
the afternoon. Different media &amp; #Twitter users have also
July 28  |reported floods &amp; difficulties to travel the roads,highways
23:03  |&amp; streets due to the heavy rainfall
#Flood #Venezuela #Caracas #Lluvias
https://t.co/BVcjbBWDbyY https://t.co/ovzP6MLgin
The floods are mostly affecting the west of the city. People point
July 28 out in social networks that in Quinta Crespo, in the Sucre parish,
23-08 in Plaza #Venezuela &amp; in Catia the roads remain flooded.

#Flood #Caracas #Lluvias
https://t.co/uOjCbQcZF9 https://t.co/HO5zISnRqn

Figure 6: Sample noisy timeline of a storm event.
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Timeline

Cambridge: Pleasant and Allston St, command striking a Working

August 10 |Fire. Fire caused by a transformer explosion, Exterior pole and
17:50  |tree on fire, companies working on stopping the fire from

extending to a 3 story large wood frame apartment house.

August 10 Command reporting multiple'wires on fire all the way down
17:54 Allston St, command requesting power cut to the block https://t.
’ co/zJyDCQI1s1Q
Allston St electrical fire in #cambridgema from construction truck
August 10

19:00 knocking over pole. Looks to be under control. Thanks,

’ @cambridgefd https://t.co/bQ2gfoBxKp

The fire caught the tree (foreground) on fire, as well as the wires

August 10 |for 3 blocks up to Pleasant and Allston. This resulted in another
19:37  |transformer explosion further up the block, I believe. (I didn't see

this one.) 2/

Ladder 17 a Structure Fire. 67 Acorn Street, Boston. Nearest Box

Avest 1011373 CHESTNUT &amp; WALNUT STS. 17:19 hitps:/1t.
) co/8xBLJ7m8Kd
Figure 7: Sample noisy timeline of a fire event.
The Timeline Generation Annotation

Task Introduction

This task involves creating event timelines. An event timeline is a set of related, not repetitive, and informative
tweets describing an evolving crisis domain event, such as a spreading wildfire. Later tweets in the timeline
provide more information about the event and how it is evolving over time. For example, a wildfire timeline
might include tweets about the fire burning at a small scale, the fire spreading, the efforts to contain the fire,
and a final tweet about the fire being extinguished.

During this task, you will create five event timelines and write brief summaries for them. For each timeline,
you will review a stream of tweets to determine which tweets belong in your event timeline (and which
should not be included). Tweets do not belong if they are not relevant to the event, are repetitive (or
duplicates) of prior tweets in the timeline, or do not add any useful information about the event. After you've
reviewed all tweets and chosen to include or not include them in your timeline, you will write a short
summary describing the event and its evolution.

©

Figure 8: The first page of our annotation interface for the Timeline Extraction & Summarization task, which
contains the task introduction and a brief instruction.
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How to Create a Timeline

The following steps describe how you will review tweets to create timelines and then summarize them. You will walk through a
sample timeline of tweets. Pay attention to the decisions made for each tweet and the explanations for those decisions

Step 1:

To start, review the first (earliest) tweet of the timeline to learn about the event:

22 Jure 2020, 12:25:33 Tweet 10of 11
A fire started in Sashta county at 2 am this morning.

This tweet appears to be about a wildfire event happening in Sashta county in california.

Step 2:

Now review the remaining tweets in chronological order to determine if they belong in the timeline:

« First, read the tweet and determine whether it belongs to your timeline. A tweet belongs to the timeline if it adds new
information about the main event and its consequences.
= Second, if the tweet does not belong to the timeline, tell us why:
It is not informative (for example, it is a personal opinion or a generic tweet): The tweet doesn't talk about crisis events,
or it is just a personal comment with no valuable event update.
It is repetitive to prior tweets in the timeline: All the information provided in the tweet has already been observed by
prior tweets and there is not any small new information about the event in this tweet.
It is not relevant to the current event timeline: The tweet is about a crisis event but is not about the events of this
timeline.
o Other (open-ended response)
» Click "save" and continue to the next tweet. You can change your response for each tweet at any time before submitting the
timeline by clicking “edit".

°

°

°

22 June 2020, 04:10:25 Tweet 2 of 11
Fire has started in sashta county from this morning.

Does this tweet belong to the timeline (does it add additional information)? O No Yes

Select the reasons this tweet does not belong in the timeline Repetitive Information to =

This tweet does not belona to the timeline because it nrovides repetitive information to the orior tweets

Figure 9: Step 1 - 2 of the annotation instructions in our annotation interface for the Timeline Extraction & Sum-
marization task

22 June 2020, 19:23:10 Tweet 110f 11
Evacuation in order for J city in Sashta and traffic in 1-9 due to the wildfire.

Does this tweet belong to the timeline (does it add additional information)? No © Yes

This tweet belongs to the timeline, because it adds new information (evacuation and traffic). These are consequences of the
wildifre which are considered very important and relevant to the main story.

Step 3:

After reviewing all tweets, the tweets in green will make up your timeline. Now you will write a short summary describing the event
timeline and its evolution. For the summary, imagine you are a news reporter who has been asked to summarize the event for a
breaking news report. You should write a short summary (between 1 to 5 sentences) to describe what happened, where it
happened, any reasons for or major consequences of the event, and the final status. You do not need to include every single detail
of the event in your summary.

You could write the following summary to describe the timeline above: "A wildfire in Sashta county started at 2 am of June 22nd and
spread north while 2 groups of firefighters battled the fire. TIt grows into a 20-acre fire and airforce is deployed to help control the
situation. The fire causes evacuation in J city and traffic on I-9"

Attention: To continue this task, please copy and paste the above summary into the following textbox.

Summarize the timeline:

This is just a sample summary, please don't copy-paste this to next timeline summaries.

Figure 10: Step 3 of the annotation instructions in our annotation interface for the Timeline Extraction & Summa-
rization task
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Step 4:

When you are finished with your summary, you will click “next” to go on to the next timeline. You will complete five timelines as part
of this task.

Final Hints:

If one of your timelines has a lot of tweets, Don't Worry!! the other timelines will be very short.

Check the tweet timestamp, because if a tweet is much later than prior tweets, it might not be related to the timeline.

Pay attention to mentions of important people, infrastructure, locations, and authorities involved, as these can help you better
determine whether the new tweet is related to the prior ones in the timeline. Tweets about the same event and location are
likely to belong to the same timeline (unless they are repetitive)

If a tweet seems out of order (e.g., event described by the tweet should have happened sooner logically), we still consider it
relevant to the timeline. For instance, a tweet about (Fire alarm in apartment X) might come after the tweet about (Fire took
down apartment X).

If a tweet is about a consequence of the prior events, or a sub-event related to the main event, we consider it relevant to the
timeline.

Don't copy-paste one of the tweets as the summary! instead, write the summary in your own language given what you have
learned about the events in the timeline. Don't start the summaries with sentences like “This event is about’, “the timeline
was’.

Images and external links are not considered as new information. Also, more hashtags is not considered as new information.
If you are unsure whether something belongs to the timeline or not, please use the Other option and then add the reason of
your uncertainty in the input box that pops up.

Be aware of the domain, for instance there is difference between a tweet saying st alarm and another one saying 2nd alarm
for a fire event and that is considered new information. The same happens if there is an update about the evacuation orders
regarding expansion, extending, removal, continuing. Specifically numbers and location are very important and we want to
include any new information regarding those. For the traffic events, be careful about the time interval between tweets and the
extension of traffic delays and blockage. If traffic grows that is a new information.

= If you are unsure about your decision, please select the Other option and explain your reasons.

©

Figure 11: Step 4 and final hits of the annotation instructions in our annotation interface for the Timeline Extraction
& Summarization task

When you are ready, click the button below to start the task.

Timeline 1out of 5

Step 1: Review the first (earliest) tweet of the timeline to learn about the event.

2021-08-25 01:21:26+00:00 Tweet 10f 54
@officialhambly Oof. The smoke has finally mostly cleared out for us from the Dixie, monument and McFarland fires.
Stay safe

Step 2: Review the remaining tweets in chronological order to determine if they belong in the timeline.

2021-08-25 02:06:13+00:00 Tweet 2 of 54
Watch Live: Fire officials provide latest on Dixie Fire | Evacuations, road closures, updates https:/ft.cofvCFhONrUv7

Does this tweet belong to the timeline (does it add additional information)? No Yes
2021-08-25 04:10:10+00:00 Tweet 3 of 54

@buriedbybooks Ugh this. My Facebook feed has been completely silent about the Dixie Fire minus my close friend
who lives in Westwood. When the Caldor Fire started, suddenly it was OMG NOOOOOO NOT TAHOE!!!!! So sorry on
behalf of urban Californians who don't get it.

Does this tweet belong to the timeline (does it add additional information)? No Yes

Save

Figure 12: Step 1 - 2 of the task page in the annotation interface for the Timeline Extraction & Summarization task
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2021-08-26 06:00:17+00:00 Tweet 63 of 54
Lifting spirits with delicious, fresh-cooked meals, Guy Fieri spent the day taking care of firefighters battling the Dixie
Fire in NorCal. https://t.co/P7cOueSy3p

Does this tweet belong to the timeline (does it add additional information)? No Yes
2021-08-26 07:11:24+00:00 Tweet 54 of 54

Smoke should stay east of the Bay Area on Thursday but as dry north winds develop by Friday, smoke from the Dixie
and Monument fires will likely drift southward over the Bay Area on Friday. #FireWeather #CAwx
https:/ft.coftaJfnyBJVU

Does this tweet belong to the timeline (does it add additional information)? No Yes

Save

Step 3: Summarize the timeline

Next Timeline

Figure 13: Step 3 of the task page in the annotation interface for the Timeline Extraction & Summarization task

The Timeline Generation Annotation

Introduction Tutorial Annotate Submit

O

Thank you for completing the tasks. We will invite you for the next experiment given your performance.

Are you willing to do more timeline creation task? . | Yes No

To submit your responses please click on the following button!

Submit

Figure 14: Completion page in the annotation interface for the Timeline Extraction & Summarization task
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Task Instructions

There will be many similar HITs for you to perform if you do well at this task. Please follow the instructions carefully for each HIT; we will be
reviewing your HITs periodically and if we note any unusual responses, you might not see any additional tasks from us.

During this task, you will be reading a timeline that consists of a sequence of tweets describing an event and eight different summaries for
the event in the timeline. You will rate the quality of each of the eight summaries by four axes: coherence, accuracy, coverage, and overall

quality.

The rubrics below give specific guidance on how each axis should be rated. Please read the rubrics carefully before continuing to the task.

Coherence

For each summary, answer the question "how coherent is the summary on its own?" (on a scale from 1to 5). A summary is coherent if,
when read by itself, it's easy to understand and free of English errors. A summary is not coherent if it's difficult to understand what
the summary is trying to say. Generally, it's more important that the summary is understandable than it being free of grammar errors.

Rubric:
= Score of 1: The summary is impossible to understand.
+ Score of 2: The summary has many mistakes or confusing phrasing.
« Score of 3: The summary has some mistakes or confusing phrasing that make it hard to understand.
+ Score of 4: The summary has only one or two mistakes or confusing phrasing.
= Score of 5: The summary is perfectly clear.

Accuracy

For each summary, answer the question "does the factual information in the summary accurately match the information in the
timeline?" (on a scale of 1to 5). A summary is accurate if it doesn't say things that aren't in the timeline, it doesn't mix up information,
and generally is not misleading.

Rubric:

Score of 1: The summary is completely wrong, made up, or exactly contradicts what is written in the timeline.

Score of 2: The summary says many things not mentioned in or contradicting the timeline.

Score of 3: The summary says at least one substantial thing that is not mentioned in the timeline, or that contradicts something in
the timeline.

Score of 4: The summary says anything at all that is not mentioned in the timeline or contradicts something in the timeline.

Score of 5: The summary has no incorrect statements or misleading implications.

Figure 15: Instruction page of the Summarization Quality Estimation Task part 1.

Coverage

For each summary, answer the question "how well does the summary cover the important information in the timeline?" (on a scale of 1
to 5). A summary has good coverage if it mentions the main information from the timeline that's important to understand the event
described in the timeline. A summary has poor coverage if someone reading only the summary would be missing several important
pieces of information about the event in the timeline.

Rubric:
= Score of 1: The summary contains no information relevant to the timeline.
= Score of 2: The summary is missing many important pieces of information required to understand the timeline.
= Score of 3: The summary is missing at least one crucial piece of information required to understand the timeline.
= Score of 4: The summary is missing any information (no matter how small) required to understand the timeline.
= Score of 5: The summary covers all of the important information required to understand the timeline.

Overall quality

For each summary, answer the question "how good is the summary overail at representing the timeline?" (on a scale of 110 5). This
encompasses all of the above axes, as well as the infermation included in the summary and if it has helped you understand the event.
If it's hard to find ways to make the summary better, give the summary a high score. If there are lots of different ways the summary
can be made better, give the summary a low score.

Rubric:

Score of 1: The summary is terrible.

Score of 2: The summary is a pretty bad representation of the timeline and needs significant improvement.
Score of 3: The summary is an okay representation of the timeline, but could be significantly improved.
Score of 4: The summary is a pretty good representation of the timeline, but it's not perfect.

Score of 5: The summary is an excellent representation of the timeline.

Example
Now you will review an example timeline and two associated summaries.

= For each of the summaries, we have provided ratings on the four axes: coherence, accuracy, coverage, and overall quality with
explanations for why those ratings were chosen.

« Please review the summaries and their ratings carefully, so you understand how to rate the summaries during the task.

« If you have any questions about how to rate the summaries, please consult the rubric (above).

Figure 16: Instruction page of the Summarization Quality Estimation Task part 2.
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Example timeline

2021-06-28 13:58:14
STREET FLOOD ADVISORY now for Northern Miami-Dade issued until noon. About 2 inches of rain have fallen in the area. Slow-moving
rain and storms around. Avoid driving through flooded streets. @wsvn @7weather #flwx https:/ft.co/nBa2Tfzslo

2021-06-28 14:03:58
Flood Advisory for parts of Central and Southern Miami-Dade please drive safe! https:/ft.co/khCkpDIIXe

2021-06-28 14:11:23
MFL continues Flood Advisory for Miami-Dade [FL] till Jun 28, 11:15 AM EDT https:f/t.co/lin0ciMTHx https:/ft.cofzGfJyPyohA

2021-06-28 14:14:29
June 28th @ 10:15am - Heavy rainfall continues to fall across portions of central Miami-Dade county. Localized flooding is ongoing as 2-
3+ inches of rain have fallen in a relatively short period of time. Anyone seeing any flooding right now? #flwx https:/ft.cofid7hnG4pYn

2021-06-28 14:31:01

FLASH FLOOD WARNING issued for Central Miami-Dade until 1:30 pm. 2 to 3 inches of rain have already fallen. More rain to come located
over Biscayne Bay. Getting reports of ongoing flooding in the area. Please don't drive through flooded roadways. @wsvn @7weather #flwx
https://t.co/BDafrdb7Xp

2021-06-28 19:09:03
A storm over NW Miami-Dade has the potential for gusty winds to 45 mph and small hail. It's traveling NW at 20 mph & may impact the
SW suburbs of Borward County thru 3:30 pm https://t.co/KEUknneh09

How many tweets are there in the timeline?

OlLess than 5 5to 10 10to 20 More than 20

Example summary #1

A street flood advisory has been issued for Northern Miami-Dade after 2-3 inches of rain has fallen in the area. The advisory will last until
Jun 28, 11:15 AM. A storm is also going over northwest Miami-Dad and has potential for winds up to 45mph and small hail.
Ratings for example summary #1

The summary should be rated as follows:

How coherent is the summary on its own?

It is impossible to understand. The summary is perfectly clear.
1 2 3 4 5
Explanation for rating: This summary is easy to understand and read with clear language and no grammatical errors and therefore
| coherent, so we rate it as 5 (of 5).

Figure 17: Instruction page of the Summarization Quality Estimation Task part 3.

Does the factual information in the summary accurately match the timeline?
The summary is completely wrong, made
up, or exactly contradicts what is written
in the timeline.

The summary has no incorrect statements
or misleading implications.

1 2 3 4 5
Explanation for rating: This summary contains an incorrect statement by stating that the flash flood warning was issued for Northern,
Central, and Southern Florida instead of Miami-Dade, so we rate it as 3 (of 5).

How well does the summary cover the important information in the timeline?
The summary covers all of the important
information required to understand the
event in the timeline.

The summary contains no information
relevant to the timeline.

1 2 3 4 5
Explanation for rating: The summary doesn't mention that a flash flood warning was issued for Miami-Dade and it doesn't mention that
the storm has potential winds and that it's traveling NW, which could impact suburbs of Borward County, so we rate it as 3 (of 5).

How good is the summary averall at representing the timeline?

. . It is an excellent representation of the
Itis terrible. -
timeline.
1 2 3 4 5
Explanation for rating: This summary contains grammatical errors, inaccurate information, and it doesn't cover the important

information about the event described in the timeline, so we rate it as 3 (of 5).

Test

Answer the following question to start the task. If you are unsure of the answer, review the rubrics above. The task section will appear
when you've completed the test.

Which axis measures whether the summary contains all important information from the timeline? Enter your answer and click "Start task".

Start task

Figure 18: Instruction page of the Summarization Quality Estimation Task part 4.
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Updates to follow.
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ONGOING: Brush fire on Northbound I- 680 South of Bernal Ave in
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2021-09-18 01:35:42+00:00
UPDATE: Pleasanton
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Summaries
Test

Answer the following question to start the rating task. The rating section will only appear when you've completed the test.

How many there tweats are in the timeline? Select your answer and click "Start Rating.

) Less than §

51010 0101020 OMorethan20 [CHGIE]

Figure 19: Test page of the Summarization Quality Estimation Task.
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Timeline

2021-09-18 00:00:46+00:00
swarning: SAFETY ALERT warning: Please stay away from the
areas of Happy Valley Rd, Sanctuary Ln, Inspiration Ter, and
Callippe Golf Course for a fire. Emergency Personnel on-scene and

Correct

Summaries

Summary1/8
Pleasanton Fire causing evacs at Happy Valley Rd, Inspiration
Crews quickly contained the brush fire. Evacuations Lifted.

own?

Updates to follow:
hitps:/ftco/9sQNVeCxla
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H#BREAKING : SKY? live over new fire in #Pleasanton along I-680.
Evacuations ordered at Happy Valley Rd, Inspiration Terrace &
Sleepy Head Lane. #BayArea #ire https:t cofiTalwSONn
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i #Pleasanton that forced lane closures and prompted
evacuations Friday aftermnoon, according to officials
hitpsifft.cofs2ME0KwsyT

2021-09-18 01:20:01400:00
ONGOING: Brush fire on Northbound I- 680 South of Bernal Ave in
Pleasanton. Right Lane Remains Blocked. https:/t.co/lTRwoL sldh

2021-09-18 01:35:42+00:00
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Itis impossible to understand, O O ©

Lane. The

The summary is perfectly clear.

Pleasanton Ve
680; Evacuations Lifted httpsi/ft.co/Tas2siZmag

Figure 20: Rating page of the Summarization Quality Estimation Task part 1.
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swarning: SAFETY ALERT warning: Please stay away from the.
areas of Happy Valley Rd, Sanctuary Ln, Inspiration Ter, and
Callippe

Updates to follow.
hitps:/it.co/9sQNVeCxla

2021-09-18 00:06:14+00:00
H#BREAKING : SKY? live over new fire in #Pleasanton along 1-680.
Evacuations ordered at Happy Valley R, Inspiration Terrace &
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2021-09-18 0015:05+00:00
JUST IN: Crews quickly contained a brush fre burning near 680
in #Pleasanton that forced lane closures and prompted
‘evacuations Friday afternoon, according to officials
hitps:/ft.cofs2MB0KwsyT

2021-09-18 01:20:01400:00
ONGOING: Brush fire on Northbound I- 680 South of Bernal Ave in
Pleasanton. Right Lane Remains Blocked. https://t.co/ITRwoL slah

2021-09-18 01:35:42+00:00
UPDATE: Pleasanton
680; Evacuations Lifted https:{}t.cofTas2siZmgg

Figure 21: Rating page of the Summarization Quality Estimation Task part 2.
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