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Abstract

Construction of human-curated annotated
datasets for abstractive text summarization
(ATS) is very time-consuming and expensive
because creating each instance requires a hu-
man annotator to read a long document and
compose a shorter summary that would pre-
serve the key information relayed by the origi-
nal document. Active Learning (AL) is a tech-
nique developed to reduce the amount of an-
notation required to achieve a certain level of
machine learning model performance. In in-
formation extraction and text classification, AL
can reduce the amount of labor up to multiple
times. Despite its potential for aiding expensive
annotation, as far as we know, there were no ef-
fective AL query strategies for ATS. This stems
from the fact that many AL strategies rely on
uncertainty estimation, while as we show in
our work, uncertain instances are usually noisy,
and selecting them can degrade the model per-
formance compared to passive annotation. We
address this problem by proposing the first ef-
fective query strategy for AL in ATS based on
diversity principles. We show that given a cer-
tain annotation budget, using our strategy in
AL annotation helps to improve the model per-
formance in terms of ROUGE and consistency
scores. Additionally, we analyze the effect of
self-learning and show that it can further in-
crease the performance of the model.

1 Introduction

Abstractive text summarization (ATS) aims to com-
press a document into a brief yet informative and
readable summary, which would retain the key in-
formation of the original document. State-of-the-
art results in this task are achieved by neural seq-to-
seq models (Lewis et al., 2020; Zhang et al., 2020;
Qi et al., 2020; Guo et al., 2021; Liu and Liu, 2021)
based on the Transformer architecture (Vaswani
et al., 2017). Training a model for ATS requires a
dataset that contains pairs of original documents
and their short summaries, which are usually writ-

ten by human annotators. Manually composing
a summary is a very tedious task, which requires
one to read a long original document, select crucial
information, and finally write a small text. Each of
these steps is very time-consuming, resulting in the
fact that constructing each instance in annotated
corpora for text summarization is very expensive.

Active Learning (AL; Cohn et al. (1996)) is a
well-known technique that helps to substantially re-
duce the amount of annotation required to achieve
a certain level of machine learning model perfor-
mance. For example, in tasks related to named
entity recognition, researchers report annotation
reduction by 2-7 times with a loss of only 1% of
F1-score (Settles and Craven, 2008a). This makes
AL especially important when annotation is expen-
sive, which is the case for ATS.

AL works iteratively: on each iteration, (1) a
model is trained on the so far annotated dataset;
(2) the model is used to select some informative
instances from a large unlabeled pool using a query
strategy; (3) informative instances are presented to
human experts, which provide gold-standard anno-
tations; (4) finally, the instances with annotations
are added to the labeled dataset, and a new iteration
begins. Traditional AL query strategies are based
on uncertainty estimation techniques (Lewis and
Gale, 1994; Scheffer et al., 2002). The hypothesis
is that the most uncertain instances for the model
trained on the current iteration are informative for
training the model on the next iteration. We argue
that uncertain predictions of ATS models (uncer-
tain summaries) are not more useful than randomly
selected instances. Moreover, usually, they intro-
duce more noise and detriment to the performance
of summarization models. Therefore, it is not possi-
ble to straightforwardly adapt the uncertainty-based
approach to AL in text summarization.

In this work, we present the first effective query
strategy for AL in ATS, which we call in-domain
diversity sampling (IDDS). It is based on the idea
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of the selection of diverse instances that are se-
mantically dissimilar from already annotated doc-
uments but at the same time similar to the core
documents of the considered domain. The empiri-
cal investigation shows that while techniques based
on uncertainty cannot overcome the random sam-
pling baseline, IDDS substantially increases the
performance of summarization models. We also
experiment with the self-learning technique that
leverages a training dataset expanded with sum-
maries automatically generated by an ATS model
trained only on the human-annotated dataset. This
approach shows improvements when one needs
to generate short summaries. The code for repro-
ducing the experiments is available online1. The
contributions of this paper are the following:

• We propose the first effective AL query strat-
egy for ATS that beats the random sampling
baseline.

• We conduct a vast empirical investigation and
show that in contrast to such tasks as text clas-
sification and information extraction, in ATS,
uncertainty-based AL query strategies cannot
outperform the random sampling baseline.

• To our knowledge, we are the first to investi-
gate the effect of self-learning in conjunction
with AL for ATS and demonstrate that it can
substantially improve results on the datasets
with short summaries.

2 Related Work

Abstractive Text Summarization. The advent
of seq2seq models (Sutskever et al., 2014) along
with the development of the attention mecha-
nism (Bahdanau et al., 2015) consolidated neural
networks as a primary tool for ATS. The attention-
based Transformer (Vaswani et al., 2017) archi-
tecture has formed the basis of many large-scale
pre-trained language models that achieve state-of-
the-art results in ATS (Lewis et al., 2020; Zhang
et al., 2020; Qi et al., 2020; Guo et al., 2021). Re-
cent efforts in this area mostly focus on minor mod-
ifications of the existing architectures (Liu and Liu,
2021; Aghajanyan et al., 2021; Liu et al., 2022).

Active Learning in Natural Language Genera-
tion. While many recent works leverage AL for
text classification or sequence-tagging tasks (Yuan
et al., 2020; Zhang and Plank, 2021; Shelmanov

1https://github.com/AIRI-Institute/al_
ats

et al., 2021; Margatina et al., 2021), little atten-
tion has been paid to natural language generation
tasks. Among the works in this area, it is worth
mentioning (Haffari et al., 2009; Ambati, 2012;
Ananthakrishnan et al., 2013). These works focus
on neural machine translation (NMT) and suggest
several uncertainty-based query strategies for AL.
Peris and Casacuberta (2018) successfully apply
AL in the interactive machine translation. Liu et al.
(2018) exploit reinforcement learning to train a
policy-based query strategy for NMT. Although
there is an attempt to apply AL in ATS (Gidiotis
and Tsoumakas, 2021), to the best of our knowl-
edge, there is no published work on this topic yet.

Uncertainty Estimation in Natural Language
Generation. A simple yet effective approach for
uncertainty estimation in generation is proposed
by Wang et al. (2019). They use a combination of
expected translation probability and variance of the
translation probability, demonstrating that it can
handle noisy instances better and noticeably im-
prove the quality of back-translation. Malinin and
Gales (2021) investigate the ensemble-based mea-
sures of uncertainty for NMT. Their results demon-
strate the superiority of these methods for OOD
detection and for identifying generated translations
of low-quality. Xiao et al. (2020) propose a method
for uncertainty estimation of long sequences of dis-
crete random variables, which they dub “BLEU
Variance”, and apply it for OOD sentence detection
in NMT. It is also shown to be useful for identifying
instances of questionable quality in ATS (Gidiotis
and Tsoumakas, 2022). In this work, we investi-
gate these uncertainty estimation techniques in AL
and show that they do not provide any benefits over
annotating randomly selected instances.

Diversity-based Active Learning. Along with
the uncertainty-based query strategies, a series of
diversity-based methods have been suggested for
AL (Kim et al., 2006; Sener and Savarese, 2018;
Ash et al., 2019; Citovsky et al., 2021). The
most relevant work among them is (Kim et al.,
2006), where the authors propose to use a Maximal
Marginal Relevance (MMR; Carbonell and Gold-
stein (1998))-based function as a query strategy in
AL for named entity recognition. This function
aims to capture uncertainty and diversity and se-
lects instances for annotation based on these two
perspectives. We adapt this strategy for the ATS
task and compare the proposed method with it.
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3 Uncertainty-based Active Learning for
Text Generation

In this section, we give a brief formal defini-
tion of the AL procedure for text generation
and uncertainty-based query strategies. Here and
throughout the rest of the paper, we denote an in-
put sequence as x = (x1 . . . xm) and the output
sequence as y = (y1 . . . yn), with m and n being
lengths of x and y respectively.

Let D = {(x(k),y(k))}Kk=1 be a dataset of pairs
(documents, summaries). Consider a probabilis-
tic model pw(y | x) parametrized by a vector w.
Usually, pw(y | x) is a neural network, while the
parameter estimation is done via the maximum like-
lihood approach:

ŵ = argmax
w

L(D,w), (1)

where L(D,w) =
∑K

k=1 log pw(y
(k) | x(k)) is

log-likelihood.
Many AL methods are based on greedy query

strategies that select instances for annotation, op-
timizing a certain criterion A(x | D, ŵ) called an
acquisition function:

x∗ = argmax
x

A(x | D, ŵ). (2)

The selected instance x∗ is then annotated with a
target value y∗ (document summary) and added to
the training dataset: D := D ∪ (x∗,y∗). Subse-
quently, the model parameters w are updated and
the instance selection process continues until the
desired model quality is achieved or the available
annotation budget is depleted.

The right choice of an acquisition function is
crucial for AL. A common heuristic for acquisition
is selecting instances with high uncertainty. Below,
we consider several measures of uncertainty used
in text generation.

Normalized Sequence Probability (NSP) was
originally proposed by Ueffing and Ney (2007) and
has been used in many subsequent works (Haffari
et al., 2009; Wang et al., 2019; Xiao et al., 2020;
Lyu et al., 2020). This measure is given by

NSP(x) = 1− p̄ŵ(y | x), (3)

where we define the geometric mean of probabil-
ities of tokens predicted by the model as: p̄ŵ(y |
x) = exp

{
1
n log pŵ(y | x)

}
.

A wide family of uncertainty measures can be
derived using the Bayesian approach to modeling.

Under the Bayesian approach, it is assumed that
model parameters have a prior distribution π(w).
Optimization of the log-likelihood L(D,w) in this
case leads to the optimization of the posterior dis-
tribution of the model parameters:

π(w | D) ∝ exp{L(D,w)} · π(w). (4)

Usually, the exact computation of the posterior is
intractable, and to perform training and inference,
a family of distributions qθ(w) parameterized by
θ is introduced. The parameter estimate θ̂ mini-
mizes the KL-divergence between the true posterior
π(w | D) and the approximation qθ̂(w). Given
such an approximation, several uncertainty mea-
sures can be constructed.

Expected Normalized Sequence Probability
(ENSP) is proposed by Wang et al. (2019) and is
also used in (Xiao et al., 2020; Lyu et al., 2020):

ENSP(x) = 1− Ew∼qθ̂
p̄w(y | x). (5)

In practice, the expectation is approximated via
Monte Carlo dropout (Gal and Ghahramani, 2016),
i.e. averaging multiple predictions obtained with
activated dropout layers in the network.

Expected Normalized Sequence Variance
(ENSV; Wang et al. (2019)) measures the
variance of the sequence probabilities obtained via
Monte Carlo dropout:

ENSV(x) = Varw∼qθ̂
p̄w(y | x). (6)

BLEU Variance (BLEUVar) is proposed by
Xiao et al. (2020). It treats documents as points in
some high dimensional space and uses the BLEU
metric (Papineni et al., 2002) for measuring the
difference between them. In such a setting, it is
possible to calculate the variance of generated texts
in the following way:

BLEUVar(x) = (7)

= Ew∼qθ̂
Ey,y′∼pw(·|x)

(
1− BLEU(y,y′)

)2
.

The BLEU metric is calculated as a geometric
mean of n-grams overlap up to 4-grams. Conse-
quently, when summaries consist of less than 4
tokens, the metric is equal to zero since there will
be no common 4-grams. This problem can be mit-
igated with the SacreBLEU metric (Post, 2018),
which smoothes the n-grams with zero counts.
When we use this query strategy with the Sacre-
BLUE metric, we refer to it as SacreBLEUVar.
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Figure 1: The visualization of the idea behind the IDDS
alogrithm on the synthetic data: select instances located
far from labeled data while close on average to unla-
beled data.

4 Proposed Methods

4.1 In-Domain Diversity Sampling
We argue that uncertainty-based query strategies
tend to select noisy instances that have little value
for training ATS models. To alleviate this issue, we
propose a novel query strategy named in-domain
diversity sampling (IDDS). It aims to maximize
the diversity of the annotated instances by select-
ing instances that are dissimilar from the already
annotated ones. At the same time, it avoids se-
lecting noisy outliers. These noisy documents that
are harmful to training an ATS model are usually
semantically dissimilar from the core documents
of the domain represented by the unlabeled pool.
Therefore, IDDS queries instances that are dissimi-
lar to the annotated instances but at the same time
are similar to unannotated ones (Figure 1).

We propose the following acquisition function
that implements the aforementioned idea (the
higher the value – the higher the priority for the
annotation):

IDDS(x) = λ

|U |∑
j=1

s(x,xj)

|U | − (1− λ)

|L|∑
i=1

s(x,xi)

|L| ,

(8)
where s(x,x′) is a similarity function between
texts, U is the unlabeled set, L is the labeled set,
and λ ∈ [0; 1] is a hyperparameter.

Below, we formalize the resulting algorithm of
the IDDS query strategy.

1. For each document in the unlabeled pool x,
we obtain an embedding vector e(x). For this
purpose, we suggest using the [CLS] pooled
sequence embeddings from BERT. We note
that using a pre-trained checkpoint straightfor-
wardly may lead to unreasonably high sim-
ilarity scores between instances since they
all belong to the same domain, which can be
quite specific. We mitigate this problem by
using the task-adaptive pre-training (TAPT;
Gururangan et al. (2020)) on the unlabeled
pool. TAPT performs several epochs of self-
supervised training of the pre-trained model
on the target dataset to acquaint it with the
peculiarities of the data.

2. Deduplicate the unlabeled pool. Instances
with duplicates will have an overrated sim-
ilarity score with the unlabeled pool.

3. Calculate the informativeness scores using
the IDDS acquisition function (8). As a sim-
ilarity function, we suggest using a scalar
product between document representations:
s(x,x′) = ⟨e(x), e(x′)⟩.

The idea of IDDS is close to the MMR-based
strategy proposed in (Kim et al., 2006). Yet, despite
the resemblance, IDDS differs from it in several
crucial aspects. The MMR-based strategy focuses
on the uncertainty and diversity components. How-
ever, as shown in Section 6.1, selecting instances
by uncertainty leads to worse results compared to
random sampling. Consequently, instead of us-
ing uncertainty, IDDS leverages the unlabeled pool
to capture the representativeness of the instances.
Furthermore, IDDS differs from the MMR-based
strategy in how they calculate the diversity com-
ponent. MMR directly specifies the usage of the
“max” aggregation function for calculating the sim-
ilarity with the already annotated data, while IDDS
uses “average” similarity instead and achieves bet-
ter results as shown in Section 6.2.

We note that IDDS does not require retraining an
acquisition model in contrast to uncertainty-based
strategies since document vector representations
and document similarities can be calculated before
starting the AL annotation process. This results in
the fact that no heavy computations during AL are
required. Consequently, IDDS does not harm the
interactiveness of the annotation process, which is
a common bottleneck (Tsvigun et al., 2022).
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4.2 Self-learning
Pool-based AL assumes that there is a large unla-
beled pool of data. We propose to use this data
source during AL to improve text summarization
models with the help of self-learning. We train the
model on the labeled data and generate summaries
for the whole unlabeled pool. Then, we concatenate
the generated summaries with the labeled set and
use this data to fine-tune the final model. We note
that generated summaries can be noisy: irrelevant,
grammatically incorrect, contain factual inconsis-
tency, and can harm the model performance. We de-
tect such instances using the uncertainty estimates
obtained via NSP scores and exclude kl% instances
with the lowest scores and kh% of instances with
the highest scores. We choose this uncertainty met-
ric because according to our experiments in Section
6.1, high NSP scores correspond to the noisiest in-
stances. We note that adding the filtration step does
not introduce additional computational overhead,
since the NSP scores are calculated simultaneously
with the summary generation for self-learning.

5 Experimental Setup

5.1 Active Learning Setting
We evaluate IDDS and other query strategies using
the conventional scheme of AL annotation emula-
tion applied in many previous works (Settles and
Craven, 2008b; Shen et al., 2017; Siddhant and
Lipton, 2018; Shelmanov et al., 2021; Dor et al.,
2020). For uncertainty-based query strategies and
random sampling, we start from a small annotated
seeding set selected randomly. This set is used for
fine-tuning the summarization model on the first it-
eration. For IDDS, the seeding set is not used, since
this query strategy does not require fine-tuning the
model to make a query. On each AL iteration, we
select top-k instances from the unlabeled pool ac-
cording to the informativeness score obtained with
a query strategy. The selected instances with their
gold-standard summaries are added to the so-far
annotated set and are excluded from the unlabeled
pool. On each iteration, we fine-tune a summa-
rization model from scratch and evaluate it on a
held-out test set. We report the performance of
the model on each iteration to demonstrate the dy-
namics of the model performance depending on the
invested annotation effort.

The query size (the number of instances selected
for annotation on each iteration) is set to 10 doc-
uments. We repeat each experiment 9 times with

different random seeds and report the mean and
the standard deviation of the obtained scores. For
the WikiHow and PubMed datasets, on each itera-
tion, we use a random subset from the unlabeled
pool since generating predictions for the whole un-
labeled dataset is too computationally expensive.
In the experiments, the subset size is set to 10,000
for WikiHow and 1,000 for PubMed.

5.2 Baselines

We use random sampling as the main baseline. To
our knowledge, in the ATS task, this baseline has
not been outperformed by any other query strategy
yet. In this baseline, an annotator is given randomly
selected instances from the unlabeled pool, which
means that AL is not used at all. We also report
results of uncertainty-based query strategies and an
MMR-based query strategy (Kim et al., 2006) that
is shown to be useful for named entity recognition.

5.3 Metrics

Quality of Text Summarization. To measure the
quality of the text summarization model, we use
the commonly adopted ROUGE metric (Lin, 2004).
Following previous works (See et al., 2017; Nal-
lapati et al., 2017; Chen and Bansal, 2018; Lewis
et al., 2020; Zhang et al., 2020), we report ROUGE-
1, ROUGE-2, and ROUGE-L. Since we found the
dynamics of these metrics coinciding, for brevity,
in the main part of the paper, we keep only the
results with the ROUGE-1 metric. The results with
other metrics are presented in the appendix.

Factual Consistency. Inconsistency (hallucina-
tion) of the generated summaries is one of the
most crucial problems in summarization (Kryscin-
ski et al., 2020; Huang et al., 2021; Nan et al., 2021;
Goyal et al., 2022). Therefore, in addition to the
ROUGE metrics, we measure the factual consis-
tency of the generated summaries with the original
documents. We use the SummaC-ZS (Laban et al.,
2022) – a state-of-the-art model for inconsistency
detection. We set granularity = “sentence” and
model_name = “vitc”.

5.4 Datasets

We experiment with three datasets widely-used for
evaluation of ATS models: AESLC (Zhang and
Tetreault, 2019), PubMed (Cohan et al., 2018), and
WikiHow (Koupaee and Wang, 2018). AESLC con-
sists of emails with their subject lines as summaries.
WikiHow contains articles from WikiHow pages
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Figure 2: ROUGE-1 scores of BART-base with various uncertainty-based strategies compared with random sampling
(baseline) on various datasets. Full results are provided in Figures 6, 8, 9, respectively.
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Figure 3: ROUGE-1 scores of BART-base with the IDDS strategy compared with random sampling (baseline) and
NSP (uncertainty-based strategy) on various datasets. Full results are provided in Figures 10, 12 and 13, respectively.

with their headlines as summaries. PubMed (Co-
han et al., 2018) is a collection of scientific arti-
cles from the PubMed archive with their abstracts.
The choice of datasets is stipulated by the fact that
AESLC contains short documents and summaries,
WikiHow contains medium-sized documents and
summaries, and PubMed contains long documents
and summaries. We also use two non-intersecting
subsets of the Gigaword dataset (Graff et al., 2003;
Rush et al., 2015) of sizes 2,000 and 10,000 for hy-
perparameter optimization of ATS models and addi-
tional experiments with self-learning, respectively.
Gigaword consists of news articles and their head-
lines representing summaries. The dataset statistics
is presented in Table 2 in Appendix A.

5.5 Models and Hyperparameters

We conduct experiments using the state-of-the-art
text summarization models: BART (Lewis et al.,
2020) and PEGASUS (Zhang et al., 2020). In all
experiments, we use the “base” pre-trained version
of BART and the “large” version of PEGASUS.
Most of the experiments are conducted with the
BART model, while PEGASUS is only used for
the AESLC dataset (results are presented in Appen-
dices B, C) since running it on two other datasets
in AL introduces a computational bottleneck.

We tune hyperparameter values of ATS models
using the ROUGE-L score on the subset of the

Gigaword dataset. The hyperparameter values are
provided in Table 3 in Appendix A.

For the IDDS query strategy, we use λ = 0.67.
We analyze the effect of different values of this
parameter in Section 6.2.

6 Results and Discussion

6.1 Uncertainty-based Query Strategies

In this series of experiments, we demonstrate that
selected uncertainty-based query strategies are not
suitable for AL in ATS. Figure 2a and Figures 6, 7
in Appendix B present the results on the AESLC
dataset. As we can see, none of the uncertainty-
based query strategies outperform the random sam-
pling baseline for both BART and PEGASUS mod-
els. NSP and ENSP strategies demonstrate the
worst results with the former having the lowest per-
formance for both ATS models. Similar results are
obtained for the WikiHow and PubMed datasets
(Figures 2b and 2c).

In some previous work on NMT, uncertainty-
based query strategies outperform the random sam-
pling baseline (Haffari et al., 2009; Ambati, 2012;
Ananthakrishnan et al., 2013). Their low results for
ATS compared to NMT might stem from the differ-
ences between these tasks. Both NMT and ATS are
seq2seq tasks and can be solved via similar mod-
els. However, NMT is somewhat easier, since the
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AL Strat. Document Golden Summary Gener. Summ.

NSP
Aquarius - Horoscope Friday, September 8, 2000 by
Astronet.com. Powerful forces are at work to challenge
you (...) Don’t let hurt feelings prevent you from (...)

These things are
beginning to
scare me...

Invitation –
Aquarius

NSP
Prod Area and Long Haul k# Volume Rec Del 3.6746
5000 St 62 (...) #6563 PPL (Non NY) should have
this contract tomorrow. (...) 3.5318 6500 Leidy PSE&G

TRCO capacity
for Sep Prod Area

IDDS
Greg, I wanted to forward this letter to you that I received
from a good friend of mine who is interested in discussing
(...) with Enron. (...) set up a meeting (...) Sincerely,

Meeting with
Enron Networks n/a

IDDS
Larry, Could I have the price for a 2 day swing peaker
option at NGI Chicago, that can be exercised on any
day in February 2002. Strike is FOM February, (...)

Peaker price for
NGI Chicago
Feb

n/a

Table 1: Examples of instances selected with the NSP and IDDS strategies. Tokens overlapping with the source
document are highlighted with green. Tokens that refer to paraphrasing a part of the document and the corresponding
part are highlighted with blue. Tokens that cannot be derived from the document are highlighted with red.

output is usually of similar length as the input and
its variability is smaller. It is much easier to train a
model to reproduce an exact translation rather than
make it generate an exact summary. Therefore,
uncertainty estimates of ATS models are way less
reliable than estimates of translation models. These
estimates often select for annotation noisy docu-
ments that are useless or even harmful for training
summarization models. Table 1 reveals several
documents selected by the worst-performing strat-
egy NSP on AESLC. We can see that NSP selects
domain-irrelevant documents or very specific ones.
Their summaries can hardly be restored from the
source documents, which means that they most
likely have little positive impact on the general-
ization ability of the model. More examples of
instances selected by different query strategies are
presented in Table 5 in Appendix E.

6.2 In-Domain Diversity Sampling
In this series of experiments, we analyze the pro-
posed IDDS query strategy. Figure 3a and Fig-
ures 10, 11 in Appendix C show the performance
of the models with various query strategies on
AESLC. We can see that the proposed strategy
outperforms random sampling on all iterations for
both ATS models and subsequently outperforms
the uncertainty-based strategy NSP. IDDS demon-
strates similar results on the WikiHow and PubMed
datasets, outperforming the baseline with a large
margin as depicted in Figures 3b and 3c. We also
report the improvement of IDDS over random sam-
pling in percentage on several AL iterations in Ta-
ble 4. We can see that IDDS provides an especially
large improvement in the cold-start AL scenario
when the amount of labeled data is very small.

We carry out several ablation studies for the
proposed query strategy. First, we investigate

the effect of various models for document embed-
dings construction and the necessity of perform-
ing TAPT. Figures 17 and 18 in Appendix F il-
lustrate that TAPT substantially enhances the per-
formance of IDDS. Figure 17 also shows that the
BERT-base encoder appears to be better than Sen-
tenceBERT (Reimers and Gurevych, 2019) and
LongFormer (Beltagy et al., 2020).

Second, we try various functions for calculating
the similarity between instances. Figures 19, 20 in
Appendix F compare the originally used dot prod-
uct with Mahalanobis and Euclidean distances on
AESLC and WikiHow. On AESLC, IDDS with Ma-
halanobis distance persistently demonstrates lower
performance. IDDS with the Euclidean distance
shows a performance drop on the initial AL itera-
tions compared to the dot product. On WikiHow,
however, all the variants perform roughly the same.
Therefore, we suggest keeping the dot product for
computing the document similarity in IDDS since it
provides the most robust results across the datasets.

We also compare the dot product with its nor-
malized version – cosine similarity on AESLC and
PubMed, see Figures 21 and 22 in Appendix F.
On both datasets, adding normalization leads to
substantially worse results on the initial AL itera-
tions. We deem that this happens because normal-
ization may damage the representativeness com-
ponent since the norm of the embedding can be
treated as a measure of the representativeness of
the corresponding document.

Third, we investigate how different values for
the lambda coefficient influence the performance of
IDDS. Table 7 and Figure 23 in Appendix F shows
that smaller values of λ ∈ {0, 0.33, 0.5} substan-
tially deteriorate the performance. Smaller values
correspond to selecting instances that are highly
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dissimilar from the documents in the unlabeled
pool, which leads to picking many outliers. Higher
values lead to the selection of instances from the
core of the unlabeled dataset, but also very similar
to the annotated part. This also results in a lower
quality on the initial AL iterations. The best and
most stable results are obtained with λ = 0.67.

Fourth, we compare IDDS with the MMR-based
strategy suggested in (Kim et al., 2006). Since it
uses uncertainty, it requires a trained model to cal-
culate the scores. Consequently, the initial query
is taken randomly as no trained model is available
on the initial AL iteration. Therefore, we use the
modification, when the initial query is done with
IDDS because it provides substantially better re-
sults on the initial iteration. We also experiment
with different values of the λ hyperparameter of
the MMR-based strategy. Figure 24 illustrates a
large gap in performance of IDDS and the MMR-
based strategy regardless of the initialization / λ
on AESLC. We believe that this is attributed to the
fact that strategies incorporating uncertainty are
harmful to AL in ATS as shown in Section 6.1.

Finally, we compare “aggregation” functions for
estimating the similarity between a document and
a collection of documents (labeled and unlabeled
pools). Following the MMR-based strategy (Kim
et al., 2006), instead of calculating the average
similarity between the embedding of the target doc-
ument and the embeddings of documents from the
labeled set, we calculate the maximum similarity.
We also try replacing the “average” aggregation
function with “maximum” in both IDDS compo-
nents in (8). Figures 25 and 26 in Appendix F
show that average leads to better performance on
both AESLC and WikiHow datasets.

The importance of diversity sampling is illus-
trated in Table 6 in Appendix E. We can see that
NSP-based query batches contain a large number
of overlapping instances. This may partly stipulate
the poor performance of the NSP strategy since al-
most 9% of labeled instances are redundant. IDDS,
on the contrary, does not have instances with over-
lapping summaries inside batches at all.

6.3 Self-learning

In this section, we investigate the effect of self-
learning in the AL setting. Figures 4a, 4b illus-
trate the effect of self-learning on the AESLC and
Gigaword datasets. For this experiment, we use
kl = 10, kh = 1, filtering out 11% of automati-

cally generated summaries. In both cases: with
AL and without, adding automatically generated
summaries of documents from the unlabeled pool
to the training set improves the performance of the
summarization model. On AESLC, the best results
are obtained with both AL and self-learning: their
combination achieves up to 58% improvement in
all ROUGE metrics compared to using passive an-
notation without self-learning.

The same experiment on the WikiHow dataset is
presented in Figure 4c. To make sure that the qual-
ity is not deteriorated due to the addition of noisy
uncertain instances, we use kl = 38, kh = 2 for
this experiment, filtering out 40% of automatically
generated summaries. On this dataset, self-learning
reduces the performance for both cases (with AL
and without). We deem that the benefit of self-
learning depends on the length of the summaries
in the dataset. AESLC and Gigaword contain very
short summaries (less than 13 tokens on average,
see Table 2). Since the model is capable of gen-
erating short texts that are grammatically correct
and logically consistent, such data augmentation
does not introduce much noise into the dataset, re-
sulting in performance improvement. WikiHow,
on the contrary, contains long summaries (77 to-
kens on average). Generation of long, logically
consistent, and grammatically correct summaries is
still a challenging task even for the state-of-the-art
ATS models. Therefore, the generated summaries
are of low quality, and using them as an additional
training signal deteriorates the model performance.
Consequently, we suggest using self-learning only
if the dataset consists of relatively short texts. We
leave a more detailed investigation of this topic for
future research.

6.4 Consistency

We analyze how various AL strategies and self-
learning affect the consistency of model output in
two ways. We measure the consistency of the gener-
ated summaries with the original documents on the
test set on each AL iteration. Figure 5 shows that
the model trained on instances queried by IDDS
generates the most consistent summaries across
all considered AL query strategies on AESLC. On
the contrary, the model trained on the instances se-
lected by the uncertainty-based NSP query strategy
generates summaries with the lowest consistency.

Figure 28 in Appendix G demonstrates that on
AESLC, self-learning also improves consistency
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Figure 4: ROUGE-1 scores of the BART-base model with IDDS and random sampling strategies with and without
self-learning on AESLC, Gigaword, and WikiHow. Full results are provided in Figures 14, 15, and 16, respectively.

20 40 60 80 100 120 140

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

IDDS
NSP
SacreBLEUVar
Random sampling

Num. labeled instances

C
on

si
st

en
cy

 S
co

re

Figure 5: The consistency score calculated via SummaC
with BART-base on AESLC with various AL strategies.

regardless of the AL strategy. The same trend is
observed on Gigaword (Figure 27 in Appendix G).

However, for WikiHow, there is no clear trend.
Figure 29 in Appendix G shows that all query strate-
gies lead to similar consistency results, with NSP
producing slightly higher consistency, and BLEU-
Var – slightly lower. We deem that this may be due
to the fact that summaries generated by the model
on WikiHow are of lower quality than the golden
summaries regardless of the strategy. Therefore,
this leads to biased scores of the SummaC model
with similar results on average.

6.5 Query Duration
We compare the average duration of AL iterations
for various query strategies. Figure 30 in the Ap-
pendix H presents the average training time and the
average duration of making a query. We can see
that training a model takes considerably less time
than selecting the instances from the unlabeled pool
for annotation. Therefore, the duration of AL itera-
tions is mostly determined by the efficiency of the
query strategy. The IDDS query strategy does not

require any heavy computations during AL, which
makes it also the best option for keeping the AL
process interactive.

7 Conclusion

In this work, we convey the first study of AL in
ATS and propose the first active learning query
strategy that outperforms the baseline random sam-
pling. The query strategy aims at selecting for an-
notation the instances with high similarity with the
documents in the unlabeled pool and low similarity
with the already annotated documents. It outper-
forms the random sampling in terms of ROUGE
metrics on all considered datasets. It also out-
performs random sampling in terms of the con-
sistency score calculated via the SummaC model
on the AESLC dataset. We also demonstrate that
uncertainty-based query strategies fail to outper-
form random sampling, resulting in the same or
even worse performance. Finally, we show that
self-learning can improve the performance of an
ATS model in terms of both the ROUGE metrics
and consistency. This is especially favorable in AL
since there is always a large unlabeled pool of data.
We show that combining AL and self-learning can
give an improvement of up to 58% in terms of
ROUGE metrics.

In future work, we look forward to investigat-
ing IDDS in other sequence generation tasks. This
query strategy might be beneficial for tasks with
the highly variable output when uncertainty es-
timates of model predictions are unreliable and
cannot outperform the random sampling baseline.
IDDS facilitates the representativeness of instances
in the training dataset without leveraging uncer-
tainty scores.
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Limitations

Despite the benefits, the proposed methods require
some conditions to be met to be successfully ap-
plied in practice. IDDS strategy requires making
TAPT of the embeddings-generated model, which
may be computationally consuming for a large
dataset. Self-learning, in turn, may harm the perfor-
mance when the summaries are too long, as shown
in Section 6.3. Consequently, its application re-
quires a detailed analysis of the properties of the
target domain summaries.

Ethical Considerations

It is important to note that active learning is a
method of biased sampling, which can lead to bi-
ased annotated corpora. Therefore, active learning
can be used to deliberately increase the bias in the
datasets. Our research improves the active learning
performance; hence, our contribution would also
make it more efficient for introducing more bias
as well. We also note that our method uses the
pre-trained language models, which usually con-
tain different types of biases by themselves. Since
bias affects all applications of pre-trained models,
this can also unintentionally facilitate the biased
selection of instances for annotation during active
learning.
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A Dataset Statistics and Model Hyperparameters

Table 2: Dataset statistics. We provide a number of instances for the training and test sets and average lengths of
documents / summaries in terms of tokens. All the datasets are English-language. We filter the WikiHow dataset
since it contains many noisy instances: we exclude instances with documents that have 10 or less tokens and
instances with summaries that have 3 or less tokens.

Dataset Subset Num. instances Av. document len. Av. summary len.

AESLC
Train 14.4K 142.4 7.8
Test 1.9K 143.8 7.9

WikiHow
Train 184.6K 377.5 77.2
Test 1K 386.9 77.0

Pubmed
Train 119.1K 495.4 263.9
Test 6.7K 509.5 268.0

Gigaword
(self-learning)

Train 10K 38.9 11.9
Test 2K 37.1 12.8

Gigaword
(hyperparam. optimiz.)

Train 200 40.8 13.3
Test 2K 38.6 12.5

Table 3: Hyperparameter values and checkpoints from the HuggingFace repository (Wolf et al., 2019) of the models.
We imitate the low-resource case by randomly selecting 200 instances from Gigaword train dataset as a train sample,
and 2,000 instances from the validation set as a test sample for evaluation consistency. For each model, we find the
optimal hyperparameters according to evaluation scores on the sampled subset. Generation maximum length is set
to the maximum summary length from the available labeled set.
For WikiHow and PubMed datasets, we reduce the batch size and increase gradient accumulation steps by the same
amount due to computational bottleneck.
Hardware configuration: 2 Intel Xeon Platinum 8168, 2.7 GHz, 24 cores CPU; NVIDIA Tesla v100 GPU, 32 Gb of
VRAM.

Hparam BART PEGASUS
Checkpoint facebook/bart-base google/pegasus-large
# Param. 139M 570M
Number of epochs 6 4
Batch size 16 2
Gradient accumulation steps 1 8
Min. number of training steps 350 200
Max. sequence length 1024 1024
Optimizer AdamW AdamW
Learning rate 2e-5 5e-4
Weight decay 0.028 0.03
Gradient clipping 0.28 0.3
Sheduler STLR STLR
% warm-up steps 10 10
Num. beams at evaluation 4 4
Generation max. length Adapt. Adapt.
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B Full Results for Uncertainty-based Methods

20 40 60 80 100 120 140

10

15

20

25

Random sampling
NSP
ENSP
ENSV
SacreBLEUVar

Num. labeled instances

P
er

fo
rm

an
ce

, R
ou

ge
-1

a) ROUGE-1

20 40 60 80 100 120 140

4

6

8

10

12

14

16

Random sampling
NSP
ENSP
ENSV
SacreBLEUVar

Num. labeled instances

P
er

fo
rm

an
ce

, R
ou

ge
-2

b) ROUGE-2

20 40 60 80 100 120 140

10

15

20

25

Random sampling
NSP
ENSP
ENSV
SacreBLEUVar

Num. labeled instances

P
er

fo
rm

an
ce

, R
ou

ge
-L

c) ROUGE-L

Figure 6: The performance of the BART-base model with various uncertainty-based strategies compared with
random sampling (baseline) on AESLC.
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Figure 7: The performance of the PEGASUS-large model with various uncertainty-based strategies compared with
random sampling (baseline) on AESLC.
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Figure 8: The performance of the BART-base model with various uncertainty-based strategies compared with
random sampling (baseline) on WikiHow.
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Figure 9: The performance of the BART-base model with various uncertainty-based strategies compared with
random sampling (baseline) on PubMed.
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C Full Results for IDDS

Iter. 0 Iter. 5 Iter. 10 Iter. 15 Average
R-1/R-2/R-L R-1/R-2/R-L R-1/R-2/R-L R-1/R-2/R-L R-1/R-2/R-L

AESLC + BART-base
48.8 / 52.5 / 48.4 11.2 / 14.9 / 11.4 5.2 / 5.4 / 5.0 4.1 / 2.6 / 3.8 10.2 / 11.9 / 10.0

AESLC + PEGASUS-large
-24.8 / -19.7 / -24.5 6.9 / 7.3 / 7.4 1.6 / 0.4 / 2.0 4.8 / 3.5 / 4.7 7.6 / 6.7 / 8.0

WikiHow + BART-base
6.3 / 12.5 / 5.4 1.9 / 2.7 / 1.3 3.0 / 4.2 / 2.5 2.6 / 2.9 / 1.8 2.3 / 3.2 / 1.5

PubMed + BART-base
8.0 / 10.4 / 5.8 12.0 / 11.7 / 8.0 8.1 / 6.4 / 4.9 9.5 / 6.7 / 5.1 8.9 / 7.7 / 5.5

Table 4: Percentage increase in ROUGE F-scores of IDDS over the baseline on different AL iterations. Average
refers to the average increase throughout the whole AL cycle.
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Figure 10: The performance of the BART-base model with the IDDS strategy compared with random sampling
(baseline) and NSP (uncertainty-based strategy) on AESLC.
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Figure 11: The performance of the PEGASUS-large model with the IDDS strategy compared with random sampling
(baseline) and NSP (uncertainty-based strategy) on AESLC.
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Figure 12: The performance of the BART-base model with the IDDS strategy compared with random sampling
(baseline) and NSP (uncertainty-based strategy) and NSP (uncertainty-based strategy) on WikiHow.
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Figure 13: The performance of the BART-base model with the IDDS strategy compared with random sampling
(baseline) and NSP (uncertainty-based strategy) on PubMed.
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D Full Results for Self-learning
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Figure 14: The performance of the BART-base model with the IDDS and random sampling strategies with and
without pseudo-labeling of the unlabeled data on AESLC (kl = 0.1, kh = 0.01).
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Figure 15: The performance of the BART-base model without AL (random sampling) with and without pseudo-
labeling of the unlabeled data on the randomly sampled subset of Gigaword (kl = 0.1, kh = 0.01).
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Figure 16: The performance of the BART-base model with the IDDS and random sampling strategies with and
without self-supervised learning on WikiHow (kl = 0.38, kh = 0.02).
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E Diversity Statistics and Query Examples

AL Strat. Document Golden summary Gen. summary

IDDS
"Here’s the latest info. regarding Bloomberg’s ability to
accept deals with Pinnacle West (formerly Arizona
Public Service Co.) (...)

Bloomberg-
Pinnacle/APS deals n/a

IDDS
Hi. Nice to see you in Houston. I’m giving a
presentation on gas issues on Tuesday.
I’ve got a draft of (...)

Gas Presentation n/a

IDDS

Kelley, I am writing to you to (...) Can you give
me the name and contact information for the person within
your company that would work with us to put a
Confidentiality Agreement in place (...)

confidentiality agreement n/a

NSP
tantivy (tan-TIV-ee) adverb At full gallop; at full speed.
noun A fast gallop; rush.adjective Swift.interjection A
hunting cry by a hunter riding a horse at full speed(...)

A.Word.A.Day–tantivy
tricky
(tan-TIV-ee)
adjective

NSP
Prod Area and Long Haul k# Volume Rec
Del 3.6746 5000 St 62 Con Ed 3.4358
15000 St 65 Con Ed 3.5049 10000 St (...)

TRCO capacity for Sep

Prod Area
and Long
Haul k#
Volume

NSP

This is a list of RisktRAC book-ids corresponding to
what has been created in ERMS. Let me know if the
book-id naming is ok with you.
Regards

Book2.xls RisktRAC

ENSP

Fred, I suggest a phone call among the team today
to make sure we are all on the same wave length.
What is your schedule?
Thanks

PSEG Firm
schedule

ENSP

Stephanie - When you get a chance, could you finalize the
attached (also found in Tana’s O drive). I am not sure where
the originals need to go after signed by Enron, but I have a
request for that information currently out to Hess. Thanks.

Hess NDA Enron
O Drive

ENSP

Current Notes User: To ensure that you experience
a successful migration from Notes to Outlook, it is
necessary to gather individual user information prior
to your date of migration. Please take a few
minutes to completely fill out the following survey (...)

2- SURVEY
/INFORMATION
EMAIL 5-17-01

Office 2000
Migration
Survey

Sacre-
BleuVAR

Sheri, We are going to NO for JazzFest at the end of April.
April 27th-29th to be exact.
Let me know if you’re going.
DG

southwest.com weekly
specials JazzFest

Sacre-
BleuVAR

This warning is sent automatically to inform you that your
mailbox is approaching the maximum size limit. Your
mailbox size is currently 78515 KB. Mailbox size limits (...)

WARNING: Your
mailbox is approaching
the size limit

Mailbox
size limit

Table 5: Examples of the instances queried with different AL strategies. Tokens overlapping with the source docu-
ment are highlighted with green. Tokens that refer to paraphrasing the part of the document and the corresponding
part are highlighted with blue. Tokens that cannot be derived from the document are highlighted with red. Tokens,
the usage of which depends on the peculiarities of the dataset, are not highlighted. Summaries for IDDS are not
presented, because IDDS does not require model inference.
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AL Iter. SP ESP SacreBleuVAR Random IDDS

1 33.3% / 0% 30.0% / 4.4% 0% / 0% 0% / 0% 0% / 0%
6 15.6% / 0% 0% / 1.1% 0% / 2.2% 0% / 0% 0% / 0%
15 3.3% / 0% 0% / 0% 0% / 0% 0% / 2.2% 0% / 0%
Mean 7.8% / 1.0% 2.1% / 0.8% 0.1% / 0.3% 0% / 0.7% 0% / 0%

Table 6: Share of fully / partly overlapping summaries among batches of instances, queried with various AL
strategies during AL using BART-base model on AESLC. We consider two summaries to be partly overlapping if
their ROUGE-1 score > 0.66. The results are averaged across 9 seeds for all the strategies except for IDDS, which
has constant seed-independent queries.
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F Ablation Studies of IDDS
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Figure 17: Ablation study of the document embeddings model & the necessity of performing TAPT for it in the
IDDS strategy with BART-base on AESLC.
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Figure 18: Ablation study of the necessity of performing TAPT for the model, which generates embeddings in the
IDDS strategy with BART-base on WikiHow.
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Figure 19: The performance of IDDS with different similarity functions with BART-base on AESLC.
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Figure 20: The performance of IDDS with different similarity functions with BART-base on WikiHow.
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Figure 21: The performance of the BART-base model with the standard IDDS strategy compared with its modification
when embeddings are normalized on AESLC.
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Figure 22: The performance of the BART-base model with the standard IDDS strategy compared with its modification
when embeddings are normalized on PubMed.
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Figure 23: Ablation study for the hyperparameter λ in the IDDS strategy with BART-base on AESLC.

AL Strategy Iter. 0 Iter. 5 Iter. 10 Iter. 15 Average

λ = 0. 9.08 / 4.8 / 8.79 19.6 / 10.87 / 19.29 22.6 / 12.58 / 22.1 23.68 / 13.32 / 23.23 21.25 / 11.72 / 20.88
λ = 0.33 15.77 / 7.67 / 15.46 22.47 / 12.18 / 22.07 23.98 / 13.54 / 23.51 24.68 / 13.81 / 24.21 23.19 / 12.88 / 22.78
λ = 0.5 12.15 / 6.07 / 12.03 23.82 / 12.97 / 23.3 25.69 / 14.33 / 25.06 26.81 / 14.77 / 26.17 23.84 / 12.94 / 23.31
λ = 0.67 (orig.) 17.8 / 8.97 / 17.52 26.4 / 14.4 / 25.86 27.25 / 14.55 / 26.55 28.72 / 15.56 / 27.97 26.7 / 14.43 / 26.07
λ = 0.75 10.84 / 4.93 / 10.61 26.7 / 14.62 / 26.26 27.42 / 14.62 / 26.72 28.29 / 15.36 / 27.61 26.54 / 14.31 / 26.0
λ = 0.83 16.47 / 7.84 / 16.03 26.06 / 14.42 / 25.59 26.57 / 14.12 / 25.92 28.7 / 15.22 / 28.0 26.0 / 13.93 / 25.46
λ = 1. 16.41 / 8.66 / 16.23 25.2 / 13.66 / 24.72 26.74 / 14.4 / 26.04 27.44 / 14.66 / 26.67 25.73 / 13.81 / 25.16

Table 7: ROUGE scores on AL iterations for different values of the lambda hyperparameter in IDDS. We select
with bold the largest values w.r.t. the confidence intervals.
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Figure 24: Comparison of IDDS with the MMR-based strategy suggested in (Kim et al., 2006) with BART-base on
AESLC. We experiment with different λ values in MMR and the initialization schemes.

20 40 60 80 100 120 140

12

14

16

18

20

22

24

26

28

30

IDDS w. average agg. (orig.)
IDDS w. max agg. for sim. w. labeled data
IDDS w. max agg. for both parts

Num. labeled instances

P
er

fo
rm

an
ce

, R
ou

ge
-1

a) ROUGE-1

20 40 60 80 100 120 140
6

8

10

12

14

16

IDDS w. average agg. (orig.)
IDDS w. max agg. for sim. w. labeled data
IDDS w. max agg. for both parts

Num. labeled instances

P
er

fo
rm

an
ce

, R
ou

ge
-2

b) ROUGE-2

20 40 60 80 100 120 140

12

14

16

18

20

22

24

26

28

30

IDDS w. average agg. (orig.)
IDDS w. max agg. for sim. w. labeled data
IDDS w. max agg. for both parts

Num. labeled instances

P
er

fo
rm

an
ce

, R
ou

ge
-L

c) ROUGE-L

Figure 25: Comparison of the average and maximum aggregation functions in IDDS with BART-base on AESLC.
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Figure 26: Comparison of the average and maximum aggregation functions in IDDS with BART-base on WikiHow.
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G Additional Experiments with Consistency Analysis
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Figure 27: The consistency score calculated via SummaC with BART-base on Gigaword without AL (random
sampling) with and without self-learning.
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Figure 28: The consistency score calculated via SummaC on the test sample on AESLC for BART-base with the
IDDS and random sampling strategies with and without self-learning.
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Figure 29: The consistency score calculated via SummaC on the test subset of WikiHow for the BART-base model
with various AL strategies.
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Figure 30: Average duration in seconds of one AL query of 10 instances with different strategies on the AESLC
dataset with BART-base as an acquisition model. Train refers to the average time required for training the model
throughout the AL cycle. Hardware configuration: 2 Intel Xeon Platinum 8168, 2.7 GHz, 24 cores CPU; NVIDIA
Tesla v100 GPU, 32 Gb of VRAM.
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