Leveraging Training Dynamics and Self-Training for Text Classification

Tiberiu Sosea

Cornelia Caragea

Computer Science
University of Illinois Chicago

tsosea2@uic.edu

Abstract

The effectiveness of pre-trained language
models in downstream tasks is highly depen-
dent on the amount of labeled data available
for training. Semi-supervised learning (SSL)
is a promising technique that has seen wide
attention recently due to its effectiveness
in improving deep learning models when
training data is scarce. Common approaches
employ a teacher-student self-training frame-
work, where a teacher network generates
pseudo-labels for unlabeled data, which are
then used to iteratively train a student network.
In this paper, we propose a new self-training
approach for text classification that leverages
training dynamics of unlabeled data. We
evaluate our approach on a wide range of
text classification tasks, including emotion
detection, sentiment analysis, question classifi-
cation and gramaticality, which span a variety
of domains, e.g, Reddit, Twitter, and online fo-
rums. Notably, our method is successful on all
benchmarks, obtaining an average increase in
F1 score of 3.5% over strong baselines in low
resource settings. We make our code avilable
at https://github.com/tsosea2/AUM-ST.

1 Introduction

Deep learning models have achieved impressive
performance in most supervised learning settings.
However, supervised approaches struggle when la-
beled data is scarce, since they often suffer from
overfitting (Xie et al., 2020a). Semi-supervised
learning (SSL) is a powerful approach (Miyato
et al., 2018; Sajjadi et al., 2016b; Laine and Aila,
2017; Tarvainen and Valpola, 2017; Berthelot et al.,
2019b,a; Xie et al., 2020a; Lee et al., 2013; Sajjadi
et al., 2016a; Rosenberg et al., 2005; Verma et al.,
2021; Miyato et al., 2016; Chen et al., 2020a; Guru-
rangan et al., 2019a; Zhang et al., 2017b; Izmailov
et al., 2020; Sachan et al., 2019) that can overcome
this drawback by leveraging unlabeled data, which
usually comes in much larger quantities and is eas-
ier to collect.

cornelia@uic.edu

A popular category of SSL methods in text clas-
sification is self-training (McLachlan, 1975; Xie
et al., 2020b; Rasmus et al., 2015; Scudder, 1965;
Mukherjee and Hassan Awadallah, 2020), an iter-
ative approach that uses a trained teacher model
to produce pseudo-labels for unlabeled examples,
then uses these labels to train a student model, fol-
lowed by repeating the process with the student
as a new teacher until a convergence criterion is
met. The quality of the pseudo-labels in the teacher-
student framework is an important factor in the self-
training process. In supervised learning, noisy la-
bels are problematic and can negatively impact the
generalization performance (Zhang et al., 2017a)
especially for deep neural networks, which can at-
tain zero training error on any dataset (Zhang et al.,
2016). This phenomenon applies to self-training as
well since the student model predictions are opti-
mized towards potentially noisy pseudo-labels. To
address this drawback, popular self-training meth-
ods (Xie et al., 2020b) mask out examples that the
teacher model is not confident about. However,
relying only on the teacher’s confidence in predic-
tions can be problematic especially if the teacher
model is not well calibrated (Guo et al., 2017) or
has poor performance.

In this work, we investigate the impact of the
pseudo-label quality over the performance of self-
training methods in text classification and show
that designing more sophisticated quality assurance
measures for the teacher pseudo-labels leads to an
improvement in generalization performance. We,
hence, propose a novel self-training method that
leverages training dynamics to assess the adequacy
of the teacher pseudo-labels. In a nutshell, instead
of using only the teacher’s current beliefs about an
unlabeled example (i.e., the confidence) to decide
if an example should be masked or not, our method
also analyzes how pseudo-labeled examples behave
during training. Specifically, we leverage Area
Under the Margin (AUM) (Pleiss et al., 2020) from
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https://github.com/tsosea2/AUM-ST

supervised learning, which captures the divergence
between the annotated label and the predicted
label during training. AUM is calculated as the
average difference between the logit corresponding
to the gold annotated label and the largest other
logit. Prior work has shown that a low AUM score
correlates well with an example being mislabeled.

Our approach, which we call AUM-ST, extends
AUM to unlabeled data and provides a more ro-
bust and effective mechanism of identifying noisy
pseudo-labels compared to the current approaches
based only on confidence. For each unlabeled ex-
ample, AUM-ST computes the average logit dif-
ference between the teacher pseudo-label and the
largest other logit during training. An unlabeled
example with low AUM indicates that there is a
constant tension between its assigned (potentially
incorrect) pseudo-label and the hidden true class.
Our method therefore masks pseudo-labeled exam-
ples with low AUM. Critically, unlike the vanilla
AUM, where the annotated labels are constant, in
AUM-ST the pseudo-labels are variable and depen-
dent on the teacher network. In each self-training
iteration, as the self-training process progresses, the
teacher starts generating more qualitative pseudo-
labels, which are then used to further improve the
student. In a way, our AUM-ST can be viewed
as a method to enforce a strict learning curricu-
lum (Gong et al., 2016; Kervadec et al., 2019; Yu
et al., 2020), where challenging unlabeled exam-
ples are not used until the teacher network is able
to produce adequate pseudo-labels for them.

To show the effectiveness of our approach, we
test it on a diverse range of text classification tasks,
ranging from emotion detection and sentiment anal-
ysis to gramaticality and question classification.
Notably, AUM-ST is extremely effective on all
benchmarks in low resource settings, obtaining an
average improvement in accuracy over a baseline
BERT (Devlin et al., 2019) model of 3.5% using
200 examples per class and 8.3% improvement us-
ing as few as 20 examples per class.

Our contributions are as follows: 1) We
introduce a new self-training method for text
classification that leverages training dynamics
to enforce high-quality teacher pseudo-labels
during training. 2) We evaluate our approach
and demonstrate its effectiveness on eight text
classification tasks in low resource settings. 3) We
perform a comprehensive analysis of our approach
and show its effectiveness in removing noisy

teacher pseudo-labels during training.

2 Related Work

We first discuss related work on semi-supervised
learning for text classification. Second, we zoom
in to self-training, a type of SSL that is the core
of our AUM-ST. Finally, we discuss approaches of
learning with label noise.

Semi-supervised Learning in NLP Semi-
supervised learning has attracted much attention
in the NLP community (Gururangan et al., 2019b;
Yang et al., 2015; Clark et al., 2018; Chen et al.,
2020b; Yang et al., 2017; Chen et al., 2020b; Xie
et al., 2020a; Mukherjee and Awadallah, 2020b),
since unlabeled data is often much easier to acquire
compared to labeled data. For example, Miyato
et al. (2016) used adversarial perturbations to text
in the word embedding space. Yang et al. (2019)
used a hierarchy structure to propagate supervision
from high-level labels to lower-level labels, while
Clark et al. (2018) introduced cross-view training,
where a model makes auxiliary predictions only
seeing parts of the input text and is trained to
match the predictions when given the entire input.
Xie et al. (2020a) used data augmentations on
unlabeled examples and trained the model to
output the same predictions when fed clean or
augmented versions of the same input. Mukherjee
and Awadallah (2020b) introduced uncertainty
estimates into self-training, a particular type of
SSL where a teacher and a student model are
iteratively trained using labeled and unlabeled data.
Self-training is the core of our AUM-ST, hence we
detail it further in the next paragraph.
Self-Training Our AUM-ST approach builds upon
previous works on self-training (Miyato et al.,
2018; Sajjadi et al., 2016b; Laine and Aila, 2017;
Tarvainen and Valpola, 2017; Berthelot et al.,
2019b,a; Xie et al., 2020a; Lee et al., 2013; Sajjadi
et al., 2016a; Rosenberg et al., 2005; Verma et al.,
2021; Miyato et al., 2016; Chen et al., 2020a; Guru-
rangan et al., 2019a; Zhang et al., 2017b; Izmailov
et al., 2020; Sachan et al., 2019), but replaces the
traditional confidence thresholding data filtering
mechanism with a more effective approach that
takes into account the training dynamics of unla-
beled examples.

Self-training is an SSL method where a single
model is repeatedly trained on both labeled and
unlabeled data, until a convergence criterion is met.
The model selects which unlabeled data to train on
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using its own predictions. Concretely, traditional
self-training follows these steps: 1) Train a teacher
model M on a labeled set L. 2) Use M to make
predictions and obtain pseudo-labels on a set of
unlabeled examples U. 3) Optionally, filter out
unlabeled examples using a criterion. For exam-
ple, in traditional self-training, unlabeled examples
where the teacher confidence is not high enough
are ignored. 4) Use both the labeled set L and the
generated pseudo-labeled set to train a new student
model M. 5) Continue to step 2 with the student
as the new teacher (i.e., M < M").

Learning with Label Noise Several approaches to
achieve label noise robustness have been proposed.
For example, Goldberger and Ben-Reuven (2016)
proposed adding a noise layer in the neural network
architecture, whose parameters can be learned for
an accurate correct label estimation. Saxena et al.
(2019) introduced a curriculum-learning approach
that uses learnable data parameters and ranks the
importance of examples in the learning process.
These parameters are then leveraged to decide the
data to use at different training stages. Liu and
Guo (2020) on the other hand proposed to alter the
loss function to make it more robust in the face
of label noise. To this end, they introduced Peer
Loss Functions, which evaluate predictions on both
the samples at hand, as well as carefully automati-
cally constructed peer samples. Other approaches
designed techniques to accurately identify and elim-
inate potentially mislabeled instances (Brodley and
Friedl, 1999; Pleiss et al., 2020). Our work builds
on the latter approaches; we leverage Area Under
the Margin (Bartlett et al., 2017; Pleiss et al., 2020;
Elsayed et al., 2018; Jiang et al., 2018) and adapt it
to our self-training setup. We emphasize that most
of these methods for learning with label noise can
be adapted to our setting, and these are potential
future directions for our work.

3 Our method

In this section, we first provide background infor-
mation on the vanilla AUM (Pleiss et al., 2020)
metric. Next, we introduce our proposed AUM-ST
and detail the various procedures that we used to
improve its performance.

3.1 Background

We start by introducing Area Under the Margin
(AUM) (Pleiss et al., 2020), a metric from super-
vised learning based on training dynamics that can

characterize training examples with respect to their
contribution to generalization. AUM is defined
as the margin averaged across all training epochs
T. Specifically, at an arbitrary epoch ¢t € T, the
margin is:

M (x,y) = 2y — Maxyl—;i(%;) (1)

where M*(z,y) is the margin of example x with
true label y, z, is the logit corresponding to the
true label y, and max,1—;(z;) is the largest other
logit corresponding to label ¢ not equal to y. Intu-
itively, the margin measures how different a true
label is compared to a model’s belief at each epoch
t. Therefore, the AUM of x is defined as:

.
1
AUM(2,9) = =3 M'(z.y) @)
t=1

Pleiss et al. (2020) show that examples with low
AUMs are ambiguous or tend to be mislabeled, and
removing these examples can help the generaliza-
tion performance. The vanilla AUM procedure can
be summarized as follows: 1) Train a classifier and
monitor the AUM of each training example; 2) Ex-
amples from the training set which have an AUM
smaller than a threshold are considered mislabeled,
hence are completely eliminated from the training
set; and 3) Train a new classifier on the filtered
training set.

3.2 Proposed Approach

AUM-ST is a novel SSL approach that leverages
the training dynamics of unlabeled examples to im-
prove a model’s performance. Algorithm 1 gives an
overview of our AUM-ST. We first train a teacher
model on weakly augmented labeled examples
(Step 1) and use the trained teacher to make predic-
tions and generate hard pseudo-labels for weakly
augmented unlabeled examples (Step 2). Next, we
monitor the training dynamics of these unlabeled
data and their pseudo-labels (Step 3). Specifically,
we characterize the unlabeled examples according
to their contribution to model learning and gen-
eralization using AUM. Next, we filter out data
with low AUM, since these examples are likely
to hurt the generalization performance (Step 4).
Then, we train a student model to be consistent
with the teacher’s predictions on unlabeled exam-
ples. Concretely, we train our student to minimize
the combined cross-entropy on weakly augmented
labeled examples and strongly-augmented, high-
AUM unlabeled examples (Step 5). Finally, we
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Algorithm 1 Proposed AUM-ST

Require: Labeled data L = {(z1,y1), (22, y2), ...(Tn, yn) }, unlabeled data U = {&1, &2, ...Zm } and v AUM threshold.

1: Learn teacher model 8 on weakly noised labeled data minimizing the following cross entropy loss

Lot = 25270 | H(yi, p(ylm(x:); 6"))

2: Use the weakly noised teacher model to generate hard pseudo labels for weakly augmented unlabeled examples

gi = argmax(p(y|m(2:);0")), Vi = 1,- - -,m
3: Train model 84V ™M
examples over 7 epochs

AUM (:,9:) = £ 37 [25, — mawg,—; (2;)],

on weakly augmented training and unlabeled examples, and monitor the training dynamics of unlabeled

where 2y, and z; are the logits corresponding to the pseudolabel ¢; and the largest other logit produced by pAUM

4: Rank and select high-AUM unlabeled examples
UAYM = {(2i,9:) €U | AUM (&, 9:) > v }.

5: Train a student model #° which minimizes the cross-entropy loss on weakly augmented labeled examples and strongly

augmented high-AUM unlabeled examples.

Los = 3 320, Hyi,plylm(2:);0°) + § 0y H (@i, p(y/TL(2:); 6%)),

where k is the size of UAVM

6: Use the student as a teacher and go back to Step 2

use the student as the new teacher and reiterate the
process from Step 2. We also explored reusing the
teacher (i.e., using a student initialized using the
teacher network weights) to estimate the AUMs
of unlabeled examples in Step 3 of our algorithm.
However, we noticed a slight decrease in accuracy
of 0.4%.

The main improvement of AUM-ST lies in the
use of training dynamics to assess the quality of
pseudo-labels of unlabeled examples. Based on
this quality measure, AUM-ST successfully filters
harmful pseudo-label noise and improves model
performance. Using a strongly noised student
(Step 5) is another important factor in our frame-
work. We train our student to match the predic-
tions on strongly augmented examples II(z;) to
the teacher’s predictions on weakly augmented ex-
amples 7(;). The intuition of this design choice
comes from recent work on semi-supervised learn-
ing in vision (Sohn et al., 2020; Zhang et al., 2021),
which has successfully showed that this combina-
tion of weak and strong augmentations work ex-
tremely well in practice. Specifically, using weak
augmentations to generate the pseudo-labels and
computing the loss against strong augmentations
enforces a type of consistency regularization that
in our setup exposes the student to a more difficult
environment, which leads to the student outper-
forming the teacher.

We use various approaches to obtain strongly
augmented data. In our setup, our weak augmen-
tations are created using synonym replacement

(Kolomiyets et al., 2011) or SwitchOut (Wang et al.,
2018), and strong augmentations are obtained by
randomly performing Backtranslations using long
chain lengths (> 5), SwitchOut and synonym re-
placements. We further discuss the impact of dif-
ferent types of augmentations in §5.4.

Other Factors AUM-ST works better in practice
using various additional factors: 1) Consistent with
other state-of-the-art SSL frameworks (Sohn et al.,
2020; Xie et al., 2020a,b), in Step 2 of the algo-
rithm, we select unlabeled examples only if the
teacher confidence is higher than a threshold value
(i.e., 0.7 in AUM-ST). 2) In Step 3, we train #4UM
only on a subset of the unlabeled examples that pass
the filtering from the previous step. While consid-
ering all the unlabeled examples might work when
the labeled data is abundant, training a model with
very few labeled examples and a lot of potentially
noisy pseudo-labeled examples produces poor
AUM estimations. 3) We always balance the class
distribution of the unlabeled examples. 4) When
training our model on both labeled and unlabeled
examples (Step 5), our batches contain both labeled
and unlabeled examples. The ratio of labeled to un-
labeled examples is constant across all batches and
setto 1 : 7 (i.e., each batch contains seven times as
many unlabeled examples as labeled examples).

4 Experiments and Results

In this section, we first introduce the eight bench-
mark text classification datasets used to evaluate
AUM-ST (84.1). Second, we introduce weak and
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strong baselines (§4.2) which we compare against
our AUM-ST. Next, we detail our experimental
setup (§4.3) and conclude by presenting the results
obtained on all datasets in low data regimes (§4.4).

4.1 Datasets

We consider various text classification datasets to
benchmark our AUM-ST self-training approach.
We first experiment with the Stanford Sentiment
Treebank (SST) (Socher et al., 2013). SST con-
tains 11, 855 sentences from movie reviews, anno-
tated with five sentiment labels: negative, some-
what negative, neutral, somewhat positive, and pos-
itive. First, we consider the binarized version of
the SST dataset, called SST-2, where the examples
with the negative and somewhat negative labels
are merged into a negative class, and the examples
with the somewhat positive and positive labels are
merged into a positive class (with neutral class be-
ing removed). Second, we consider the fine-grained
version SST-5, which uses all five labels. Next, we
consider the IMDB (Maas et al., 2011) movie re-
views dataset. While the SST dataset is annotated
at sentence level, an important particularity of the
IMDB dataset is that it is annotated at review level,
containing significantly longer text sequences.
GoEmotions (Demszky et al., 2020) is a
sentence-level multi-label dataset created using
Reddit comments. Containing more than 58, 000
sentences annotated with 27 emotions and the neu-
tral class, GoEmotions provides a great opportunity
to study the expression of fine-grained emotions
and to develop emotion classification models. We
experiment both with the highly granular version
of the dataset (27 emotions and the neutral class,
denoted by GoEmotions-28 in our experiments)
and the version of the dataset where the labels are
clustered into the Ekman basic set of six emotions,
namely anger, disgust, fear, joy, sadness, and sur-
prise, denoted by GoEmotions-Ek. CancerEmo
(Sosea and Caragea, 2020a) is a dataset annotated
at sentence level with the eight basic Plutchik-8
(Plutchik, 1980) emotions. The data is collected
from a cancer forum from an Online Health Com-
munity and contains 8, 500 total examples anno-
tated with fine-grained emotions and 16, 500 sen-
tences that express no emotions (the neutral class).
We also consider the task of question classifi-
cation and experiment with TREC-6 , a dataset
of 5452 examples where fact-based questions are
divided into six broad semantic categories. Fi-

nally, we test on the Corpus of Linuistic Accept-
ability (CoLLA), a dataset composed of 10657 sen-
tences from 23 linguistics publications, manually
annotated by expert linguists for acceptability (i.e.,
grammaticality).

4.2 Baselines

Weak Baselines In this section, we present two
weak self-training baselines, where we experiment
with various approaches of selecting what unla-
beled data to use during self-training (i.e., Step
4 in our AUM-ST). Our first approach, entitled
RAND, chooses the unlabeled set of examples to
use during training at random. The second method
considered is CONF, which selects unlabeled
examples only if the model confidence passes a
pre-defined threshold.

Strong Baselines First, we experiment with
Uncertainty-aware Self-training (UST) (Mukherjee
and Awadallah, 2020a) as a strong baseline. UST
incorporates uncertainty estimates into the standard
self-training framework by adding a few highly
effective changes. UST computes uncertainty es-
timates for all unlabeled examples by stochasti-
cally passing the examples from this set through
the model multiple times, with dropout enabled
before each layer. The approach subsequently uses
these uncertainty estimates to select what unlabeled
data to use. Concretely, the model not only favors
unlabeled data where the teacher model is confi-
dent, but also enforces low entropy of the teacher
predictions. Second, we experiment with UDA
(Xie et al., 2020a). UDA leverages Backtranslation
(Edunov et al., 2018) and uses a consistency loss
to enforce the model predictions on unlabeled data
to be invariant to input noise.

4.3 Experimental Setup

We evaluate the performance of our AUM-ST
by varying the number of training examples on
the eight text classification benchmark datasets
presented above. On each dataset, we experiment
with 20, 50, 100, and 200 examples per class,
which we sample without replacement. The
remaining examples are used as unlabeled data.
We follow the exact evaluation metrics used in
the works introducing the datasets: accuracy for
SST-2, SST-5, IMDB, and TREC-6, macro F1
for GoEmotions and CancerEmo, and Matthews
correlation for CoLA. In each setup, we also run
our models five times, with different parameter
intializations, and report the average results, as
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Dataset (Metric) SST-2 (Accuracy)

SST-5 (Accuracy)

Num Labels ‘ 20 Ib/cl 50 Ib/cl 100 Ib/cl 200 Ib/cl 20 Ib/cl 50 Ib/cl 100 1b/cl 200 Ib/cl
BASE 78.0+556  80.1t416 83.5+348 84.61329 | 3431452 4ldizs 41.81245  42.01152
RAND 7914515 8141401 83.7+327 8591306 | 34.51308 42.1u321 4341014 4311150
CONF 83.54451 8241361 8724355 88.0x318 | 35.61511 4221461 4264152  43.51137

84.34315 86.31324 89.1i201  91.24183 | 36.41361 44219055 4564149  46.1147023

8481283 91.31258 91.34009 9241163 | 3751257 4511017 4594140 4724111

AUM-ST | 8241310 929i241 93.1i217 9321152 | 3T4io1r 4621206 4711137 4791105
Dataset (Metric) ‘ IMDB (Accuracy) GOEMOTIONS-28 (F1)

Num Labels ‘ 20 Ib/cl 50 Ib/cl 100 1b/cl 200 Ib/cl ‘ 20 Ib/cl 50 Ib/cl 100 Ib/cl 200 Ib/cl
BASE 69.11311 7841287 7531193 80.31176 | 09.21418  20.4i357  26.31217 21.4ios
RAND 6714353 7941099 7641034 8ldiigr | 1254437  25.61381 2694061  20.51275
CONF 111335 8054304  76.51015 81.51175 | 1541381 2534356 2411045  21.91939

7254281 85.412091 7494205 8271153 | 1744331 2314341 2464015 3151217

TT41055 8654276  79.7x178  83.71137 | 24.51261 2594073 2641175 30.911.63

AUM-ST ‘ 81.71217 8831255 82.3:1305 85.3:1162 ‘ 2511251 2611367 281i153 31.9i157
Dataset (Metric) \ GOEMOTIONS-EK (F1) CANCEREMO (F1)

Num Labels ‘ 20 Ib/cl 50 Ib/cl 100 Ib/cl 200 Ib/cl ‘ 20 Ib/cl 50 Ib/cl 100 1Ib/cl 200 Ib/cl
BASE 20.3+456  25.7+425 3424359 56.24938 | 23.1i451 3421353 4154305  51.312.46
RAND 20.6+437 25.41402  33.9+329 56.91231 | 241461 3524371  43.61206  50.41237
CONF 20.5+4.06 2594357 34.Tx317  58.8i019 | 27.34a37 381izes  45.7i074 5344018

21.54357 2641326 3954319  959.1i245 | 2914394 4121321 4964182  56.411.75

2311301 2781281  40.1io54 5991017 | 31.24350 4434307 50.31167  56.111.43

AUM-ST | 24.55287 28.9:285 4051373 62.2:219 | 31.4:348 46.2:312 51.31173 5691138
Dataset (Metric) ‘ TREC-6 (Accuracy) COLA (Matthew Correlation)

Num Labels/Class ‘ 20 Ib/cl 50 Ib/cl 100 Ib/cl 200 Ib/cl ‘ 20 Ib/cl 50 Ib/cl 100 Ib/cl 200 Ib/cl
BASE 80.41t257 85.1i231 83.3t187  85.9i124 | 25.31393  29.7x331 3211276 4394041
RAND 80.1+287 84.81953 8494093 83.24135 | 24514521 2741367 3334326 4411299
CONF 81.31076  86.21215  89.24009 84.51108 | 27.71365 29.61325 34.1ioes  46.71083

UST 8221956 87.51208 89.31231 8591115 | 28.61385 31.84346 37.51255 48.61267
UDA 84.24935 88.1i202 89.7x141 91.61095 | 30.71328 34.61245 4924041  54.21017
AUM-ST | 8491239 88.5:180 90.3:1145 9l4iogy | 32.14317 3541248 5061235 55.4u212

Table 1: Results on eight text classification benchmarks and various low data regime setups.

well as their standard deviations. Model-wise,
all our experiments use the BERT (Devlin et al.,
2019) base uncased as the backbone model and
the HuggingFace Transformers (Wolf et al., 2020)
library for the implementation. We use the AUM
package provided by Pleiss et al. (2020) for the
AUM estimation of unlabeled examples. We use
the translation models provided by Tiedemann and
Thottingal (2020) for backtranslation. We present
the hyperparametrs of our model in Appendix A.

4.4 Results

We show the results obtained across the eight
datasets in Table 1. Overall, we note that our ap-
proach is extremely effective, significantly outper-
forming strong baselines on all datasets.

For example, AUM-ST pushes the accuracy over
the strongest UDA baseline by 1.6% on SST-2
and 1.1% on SST-5 using 50 labels per class.
Critically, using 100 examples per class on SST-2,

AUM-ST obtains 93.1% accuracy, a considerable
improvement of 9.6% over the baseline BERT
model. Remarkably, on IMDB, we improve the
accuracy over UDA by 4.3% with 20 examples
per class and over the fully supervised BERT by
12.6%. We see consistent improvements on both
GoEmotions-28 and GoEmotions-Ek datasets as
well, where our method is particularly effective
using 100 and 200 examples per class. Notably,
our AUM-ST improves upon the baseline BERT
model by 10% in F1 score using 200 examples
per class on GoEmotions-28, and pushes the F1
score over UDA by 2.3% using the same amount
of examples on the GoEmotions-Ek dataset.

We notice that on the TREC-6 question classi-
fication dataset, the UDA model slightly outper-
forms our AUM-ST using 200 examples per class,
but lags behind in the other setups. For example,
AUM-ST pushes the accuracy by 0.7% using 20 ex-
amples per class. Results on COLA also showcase
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Num Labels ‘ 20 Ib/cl 50 Ib/cl 100 Ib/cl 200 Ib/cl ‘ 20 Ib/cl 50 Ib/cl 100 Ib/cl 200 Ib/cl
Dataset (Metric) \ IMDB (Accuracy) GOEMOTIONS-28 (F1)
UDA-AUG | 7814255  86.012.76 8121178 8344137 | 2431261 25.54273  26.24175  30.7+1.63
AUM-ST ‘ 81.71217 883+255 82.31305 8531162 ‘ 2514251 26.141267 28141153 31.9+157
Dataset (Metric) \ TREC-6 (Accuracy) COLA (Matthew Correlation)
UDA-AUG | 84.0+235 87.5+2.02 89.8+141 91.81095 | 3121328 34.442.45 49.942.41 54.149.17
AUM-ST ‘ 8491239 885411890 9031145 9144099 ‘ 32.143.17 3544248 50.61235 55441212

Table 2: Ablation study of our AUM-ST.

the effectiveness of our methods, where we see an
improvement of 1.4% in Matthews correlation over
the strong UDA baseline and 6.8% over the fully
supervised approach using 20 examples per class.
These results indicate that AUM-ST performs ex-
tremely well in low data regimes, and can be used
effectively when training data is scarce. To this end,
we emphasize that AUM-ST can considerably miti-
gate the annotation efforts needed to obtain good
performance on the task at hand.

5 Analysis
5.1 Ablation Study

While our augmentation techniques play an impor-
tant part in our AUM-ST, we argue that the AUM
filtering is a vital component of our framework. To
this end, we perform an ablation study to verify
that the improvements in performance do not
come solely from the consistency loss of weak
and strong augmentations. To this end, we retrain
our strongest baseline UDA (Xie et al., 2020a) in
all data regimes (20/50/100/200 labels per class)
using the same augmentations as our AUM-ST on
four datasets: IMDB, GoEmotions, TREC-6 and
COLA. Concretely, this variation of UDA (denoted
by UDA-AUG) minimizes the KL divergence
between the predictions on weakly augmented
unlabeled examples and the predictions on strongly
augmented unlabeled examples. We show the
results obtained in Table 2 where we observe
that AUM-ST obtains steady improvements in
performance over UDA of 1.2% on average. Crit-
ically, these results show that the improvements in
performance come from our AUM-based filtering
method, emphasizing its effectiveness.

5.2 AUM-ST when large labeled data is
available

We evaluate AUM-ST in high-resource settings to
verify if it performs well on large datasets. To this
end, we first seek to collect additional unlabeled
data to use alongside the provided training sets.

Unlabeled Data We collect in-domain unlabeled
data (if not provided) for six out of the eight
datasets presented previously: SST-2 and SST-5:
We use the Kaggle Rotten Tomatoes corpus
which contains more than one million reviews.
We employ the same preprocessing techniques
as in the original paper (Socher et al., 2013)
(e.g., splitting at sentence level). IMDB: The
IMDB dataset (Maas et al., 2011) already contains
an unlabeled set of examples provided by the
authors, hence we use it in our experiments.
CancerEmo: We use the same discussion boards
from the Cancer Survivors Network used in the
work introducing the dataset (Sosea and Caragea,
2020b). GoEmotions-28 and GoEmotions-EK:
Since the authors do not disclose the subreddits
used for sampling their data, we resort to using
a general Reddit dump (Henderson et al., 2019).
We omit TREC-6 and CoLA in this experiment
since additional unlabeled data for gramaticality
or question classification is hard to find.

To enable reproducibility and spur further re-
search into SSL techniques for text classification,
we will make the collected unlabeled data available
to the research community.

Results We show the results obtained in high-
resource settings in Table 3. First, we observe that
on SST-2, SST-5, and IMDB our weak baselines
with unlabeled data do not bring any improvements
over the fully supervised approach. Second, inter-
estingly, while UST outperforms the base model
on the SST-2 and IMDB datasets, the performance
on the fine-grained SST-5 is extremely low. Finally,
our AUM-ST is successful on all the datasets, im-
proving upon the supervised model by 1.4% on
average and outperforming all the strong baselines.

On GoEmotions-28 and GoEmotions-Ek (Dem-
szky et al., 2020), our weak baselines, RAND and
CONF marginally outperform the baseline BERT,
improving the average F1 by 0.1% and 0.3%, re-
spectively. Interestingly, UST performs poorly on
this dataset, being outperformed by the trivial CONF
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‘ BASE RAND CONF UST UDA AUM
SST-2 | 9224156 9114165 9214142  93.0+1.37 9284129 93.5+1.35
SST-5 | 53.24249  50.342.42  51.742.30  52.742.10 5414207 54.812.00
IMDB | 93.740.93 93.5+0.96 93.61097 94.24087 93.9+088 95.1+0.86
GOEMOTIONS-28 46.2:&125 46.3:&118 46.5:{:1_15 46.3:‘:119 46‘9:(:1,25 47.7;{:121
GOEMOTIONS-EK | 67.71102 67.94135 68.211290 6811087 6891081 69.51085
CANCEREMO | 70.141.3¢ 70.3+1.37 70.541.31 71.3+1.27 7254098 73.2+1.05

Table 3: Comparison of different self-training methods using the entire training set and additional unlabeled data.
We report the results in terms of accuracy on SST-2, SST-5, IMDB and macro F1 on GoEmotions-28, GoEmotions-

Ek, and CancerEmo.

approach. We note that UDA performs the best
among the baselines. However, our AUM-ST con-
sistently outperforms other methods, and yields
a 1.5% improvement in F1 score over the super-
vised model. On CancerEmo (Sosea and Caragea,
2020a), we note that UST performs much better
with an improvement in F1 of 1.2% over the su-
pervised classifier. Our AUM-ST approach is still
the most successful, with a considerable 3.1% im-
provement over the baseline BERT, and 0.7% im-
provement over the strong UDA model.

While AUM-ST is particularly effective in low
resource settings (as shown in §4.4), the results
here also showcase the feasibility of our approach,
which consistently outperforms all the other meth-
ods both in low-resource settings and high-resource
(large labeled data) settings.

5.3 Unlabeled Data Impurity

As mentioned previously, noisy pseudo-labels
can be detrimental to learning effective SSL
models. In this section, we analyze the unlabeled
data impurity (i.e., the fraction of unlabeled data
which is incorrectly classified by our model) to
compare the pseudo-label quality of various SSL
methods against our AUM-ST. We emphasize
that an effective SSL approach should aim to
minimize impurity; low impurity indicates that
the pseudo-labels of the teacher network are of
high quality. We perform this analysis on the
GoEmotions-28 dataset in a low data regime, using
200 examples per class. In this setup, since the
unlabeled data is created from the original (labeled)
training set, we can easily compute the unlabeled
error rate. We show the impurity at the end of each
self training iteration in Figure 1. Notably, at the
end of the training process, AUM-ST improves the
impurity by 1.4% over the UDA model, and by 3%
over the UST method. Interestingly, we observe
that the methods perform on-par with each other
until Iteration 10, when the impurity of AUM-ST
becomes lower than the other methods.

Unlabeled Impurity

0181 =~ - =+ AUM-ST
RRNNY ——- UsT
h
0.16 ——- UDA
M-
> ~
Hou ~xt’\,__\
g- H\=:~_\
0.12 NN
-\ \_.\
= NN
. W ——
0.10 AN ~—
\\‘ ----------
0.08 A DS
0 3 6 9 12 15 18 21

#Self-training Iteration

Figure 1: Comparison of impurity between the UST,
UDA, and our AUM-ST model on the GoEmotions-28
dataset with 200 examples per class.

5.4 The Impact of Weak and Strong
Augmentations

In this section, we analyze how our model per-
forms when trained under various weak augmenta-
tions (7) and strong augmentations (IT) in our self-
training framework. We show in Table 4 the perfor-
mance in terms of macro F1 of AUM-ST using var-
ious combinations of 7 and II on the GoEmotions-
28 dataset with 200 examples per class. Note that
we experiment with every combination of 7 and II
(even combinations when 7 is a stronger augmenta-
tion than II) in order to also analyze the behavior of
our approach when using stronger augmentations
to generate the teacher pseudo-labels. We con-
sider in our analysis the following augmentation
strategies: no augmentation (NoAug), synonym
replacement (SynRepl) (Kolomiyets et al., 2011),
SwitchOut (Wang et al., 2018), and BT-n, which
denotes Backtranslation (Edunov et al., 2018) with
a chain of length n and languages such as German,
French and Italian. We also consider a combination
of these augmentation strategies (e.g., backtransla-
tion, synonym replacement, and SwitchOut).
Interestingly, we can see from the table that
using SwitchOut as 7 and a combination of Back-
translation with large n, Synonym Replacement
and SwitchOut as II yields the best results, improv-
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II
NoAug SynRepl SwitchOut BT-1 BT-5 BT-10 BT-10 BT-10
+ SynRepl + SynRepl
+ SwitchOut
NoAug - 0.232 0.239 0.245 0.249 0.278 0.291 0.305
SynRepl 0.216 0.245 0.251 0.264 0.278 0.288 0.314 0.316
SwitchOut 0.223 0.221 0.231 0.248 0.255 0.289 0.311 0.319
BT-1 0.231 0.235 0.251 0.267 0.284 0.289 0.293 0.301
BT-5 0.201 0.267 0.278 0.289 0.291 0.292 0.295 0.294
7T BT-10 0.231 0.278 0.282 0.285 0.283 0.274 0.289 0.283
BT-10 0.245 0.254 0.253 0.279 0.283 0.285 0.293 0.291
+ SynRepl
BT-10
+ SynRepl 0.222 0.241 0.247 0.265 0.273  0.285 0.281 0.286
+ SwitchOut

Table 4: Performance using various weak augmentations 7 and strong augmentations II on the GoEmotions-28

dataset using 200 examples per class.

ing upon the fully supervised model by as much
as 10% in F1. We can also see from the table that,
as m goes from weak augmentations to strong aug-
mentations, the performance degrades compared to
using low-noise weak augmentations. These results
emphasize the importance of both weak and strong
data augmentations in our AUM-ST, indicating
that it is a vital component of our framework.

5.5 Computational Costs

In this section, we discuss the computational cost
of our AUM-ST and how it compares with other
methods. First, we note that AUM-ST trains an ad-
ditional model compared to other teacher-student
approaches such as CONF or UST to perform the
AUM estimation (Step 3 of our algorithm). How-
ever, the computational costs incurred by this addi-
tional training step are not a serious issue in low re-
source settings. Even in setups with large amounts
of both labeled and unlabeled data, our compu-
tational cost is not significantly higher than the
other methods because our AUM-ST method con-
verges in a lower number of steps despite that it
encompasses an additional training stage. Con-
cretely, AUM-ST is 15% more computationally
expensive than the traditional pseudo-labeling (i.e.,
the CONF method). Moreover AUM-ST converges
three times faster compared to UST (Mukherjee
and Awadallah, 2020b) and twice as fast as UDA
(Xie et al., 2020a).

6 Conclusion

We improve the traditional self-training framework
through a novel Area Under the Margin unlabeled
example selection technique, and show that our ap-
proach is effective in a wide range of text classifica-

tion tasks. We studied our approach in various do-
mains (social networks, forums, online platforms)
and contexts (movie reviews, medical forum discus-
sions, fact-based questions), and observed that our
AUM-ST outperforms other strong self-training ap-
proaches. In the future, we plan to incorporate
other approaches of learning under label noise into
SSL frameworks such as self-training.

Limitations

This work shows that achieving good performance
in text classification with limited labeled data is
possible. Unfortunately, this is possible exclusively
if there is easy access to unlabeled data. Moreover,
while unlabeled data for some tasks is hard to ob-
tain (as we found for TREC and CoL A datasets),
we also emphasize that even in the presence of
unlabeled data, its distribution can be mismatched
with the labeled data distribution, which was shown
to be particulary challenging to deal with in SSL
(Coates et al., 2011). Our work does not study this
scenario, however, we aim to further explore our
method in this setting.
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A Hyperparameters

In this section, we detail the hyperparameter search
space and the final hyperparameters used by our
model. For our final AUM-ST model, we use a
learning rate of 5e — 5 and a variable batch size
depending on the size of the training set; ranging
from 8 for experiments with 20 examples per class,
and 32 when using 200 examples per class. In
terms of search space, we tried batches in the range
4 — 64 and learning rates in the range le — 5 —
9e — 5 with a step of 1e — 5. Training our AUM-
ST model on our A5000 GPU takes on average ~3
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hours to complete for each dataset in low resource
settings.
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