Joint Multilingual Knowledge Graph Completion and Alignment

Vinh Tong', Dat Quoc Nguyen?, Trung Thanh Huynh?, Tam Thanh Nguyen®,
Quoc Viet Hung Nguyen?, Mathias Niepert'
1University of Stuttgart, Germany; 2VinAl Research, Vietnam;
SEPFL, Switzerland; *Griffith University, Australia

1

Abstract

Knowledge graph (KG) alignment and com-
pletion are usually treated as two independent
tasks. While recent work has leveraged en-
tity and relation alignments from multiple KGs,
such as alignments between multilingual KGs
with common entities and relations, a deeper
understanding of the ways in which multilin-
gual KG completion (MKGC) can aid the cre-
ation of multilingual KG alignments (MKGA)
is still limited. Motivated by the observation
that structural inconsistencies — the main chal-
lenge for MKGA models — can be mitigated
through KG completion methods, we propose
a novel model for jointly completing and align-
ing knowledge graphs. The proposed model
combines two components that jointly accom-
plish KG completion and alignment. These two
components employ relation-aware graph neu-
ral networks that we propose to encode multi-
hop neighborhood structures into entity and
relation representations. Moreover, we also
propose (i) a structural inconsistency reduction
mechanism to incorporate information from the
completion into the alignment component, and
(i1) an alignment seed enlargement and triple
transferring mechanism to enlarge alignment
seeds and transfer triples during KGs alignment.
Extensive experiments on a public multilingual
benchmark show that our proposed model out-
performs existing competitive baselines, obtain-
ing new state-of-the-art results on both MKGC
and MKGA tasks.

1 Introduction

Knowledge graphs (KGs) represent facts
about real-world entities as triples of the form
(head_entity,relation_type,tail_entity).
KGs are widely used in numerous applications and
research domains such as dialogue systems (Jung
et al., 2020), machine translation (Zhao et al.,
2020), and electronic medical records (Rotmensch
et al., 2017). Almost all KGs, however, even those
at the scale of billions of triples, are far from being
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complete. This motivates KG completion (KGC)
which aims to derive missing triples from an
incomplete knowledge graph (Bordes et al., 2013;
Wang et al., 2014; Yang et al., 2015; Trouillon
et al., 2016; Liu et al., 2017; Dettmers et al., 2018;
Nguyen, 2020; Ji et al., 2021; Tong et al., 2021).

Most popular KGs such as YAGO (Suchanek
et al., 2007), BabelNet (Navigli and Ponzetto,
2010), and DBpedia (Lehmann et al., 2015), are
multilingual, that is, they contain sets of triples con-
structed from sources in different languages. For-
tunately, these KGs often complement each other
since a KG in one language might be more compre-
hensive in some domains compared to a KG in a dif-
ferent language, and vice versa, while still sharing
a large number of entities and relation types (Sun
et al., 2020a). Especially KGs for low-resource lan-
guages could benefit from triples contained in KGs
for high-resource languages. Although numerous
approaches to KGC have been proposed in recent
years (Bordes et al., 2013; Dettmers et al., 2018;
Vashishth et al., 2020), most of these only operate
on one KG at a time. Treating KGs independently,
however, might lead to poor performance due to
the sparseness of low-resource languages. Moti-
vated by this observation, some methods have tried
to improve multilingual KG completion (MKGC)
using multilingual KG alignment (MKGA) (Chen
et al., 2020; Singh et al., 2021; Huang et al., 2022).

The alignment problem is challenging due to
the varying levels of completeness of monolingual
KGs (Sun et al., 2020c). The resulting structural
inconsistency between KGs leads to the problem of
corresponding entities in two KGs having vastly dif-
ferent embeddings (Xu et al., 2018). Figure 1 illus-
trates that, in principle, MKGC and MKGA should
be mutually beneficial. Given the alignment seed
set {(E, E*), (D, D*),(B, B*)}, the task here is
to find corresponding entities for A and C' which
are A* and C*, respectively. The two KGs share a
similar structure but the triple (B*,r4, A*) in KG*
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Figure 1: The incompleteness of K G (missing triple (B, r4, A)) might lead to a wrong alignment prediction (i.e.
both A and C' are predicted to be aligned to C*). If A and A* were aligned, however, the missing triple (B, r4, A)
in KG could be found by transferring triple (B*,r4, A*) from KG*.

has no corresponding triple in K'G. This causes
the embeddings of entities A and A* to differ and,
thus, makes it difficult to identify the alignment
between A and A*. Indeed, A is more likely to
be aligned to C* as they share a comparable lo-
cal structure (similar degree and 1-hop neighbor
set). Thus, completing missing triples is crucial
to improve the alignment quality. Indeed, if one
aligned A to A*, one could recover (B, r4, A) by
transferring (B*,r4, A*) from KG*.

Motivated by these observations, we propose
JMAC, a method for Joint Multilingual KG
Completion and Alignment, consisting of two in-
terdependent Completion and Alignment compo-
nents. Both components employ relation-aware
graph neural networks (GNNs) to encode multi-
hop neighborhood information into entity and re-
lation embeddings. The Completion component
is trained to reconstruct missing triples using the
TransE translation-based loss (Bordes et al., 2013)
and an additional loss term that incorporates infor-
mation about the already known alignments. While
we learn separate embeddings for the Alignment
and Completion components, the embeddings of
the Completion component are used within the
Alignment component, mitigating the aforemen-
tioned problem of structural inconsistencies. In
addition, we propose a mechanism for estimating
the alignment entropy which is used to adaptively
and iteratively grow the alignment seed set. Finally,
we also propose a method for transferring triples
based on the currently derived alignments.

Our contributions are as follows:

* We propose IMAC, a two-component archi-
tecture consisting of Completion and Align-

ment components for joint multilingual KG
completion and alignment.

* We propose a relation-aware GNN for KG
embeddings, which learns representations for
alignment and completion tasks.

* We introduce a structural inconsistency reduc-
tion mechanism that fuses embeddings from
the Completion component with those of the
Alignment component.

* We propose an alignment seed enlargement
and triple transferring mechanism.

* We conduct extensive experiments using
the public multilingual benchmark DBP-5L
(Chen et al., 2020) and show that our model
outperforms existing competitive baselines
and achieves state-of-the-art results on both
MKGC and MKGA tasks.

2 Problem Definition and Related Work

LetG = (£,R,T) denote a KG, where £, R and
T denote the sets of entities, relations, and triples,
respectively. A triple (ep,,r,e;) € T is an atomic
unit, which represents some relation r € R be-
tween a head entity e;, € £ and a tail entity e; € £.

2.1 Multilingual KG completion (MKGC)

Given a KG G = (£,R,7T), the KG comple-
tion (KGC) task aims to predict missing triples
(en,r, et), that is, to predict the missing tail en-
tity e; € € of an incomplete triple (e, 7, 7) or the
missing head entity e;, € £ of an incomplete triple
(7,7, e), where ? denotes the missing element.
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Figure 2: The overall architecture of JMAC.

Embedding models for KG completion have
been proven to give state-of-the-art results, rep-
resenting entities and relation types with latent fea-
ture vectors, matrices, and/or third-order tensors
(Nguyen, 2020; Ji et al., 2021). These models de-
fine a score function f and are trained to make the
score f(ep, T, e;) of acorrect triple (ep, 7, e;) larger
than the score f(eps, ', ey) of an incorrect or not
known to be correct triple (ep/, 7', e;). The earli-
est instances of these embedding models use shal-
low neural networks with translation-based score
functions (Bordes et al., 2013; Wang et al., 2014;
Lin et al., 2015). Recently, KGC approaches using
deep embedding models and more complex scoring
functions have been proposed, such as CNN-based
models (Dettmers et al., 2018; Nguyen et al., 2018),
RNN-based models (Liu et al., 2017; Guo et al.,
2018), and GNN-based models (Schlichtkrull et al.,
2018; Shang et al., 2019; Vashishth et al., 2020;
Nguyen et al., 2022).

The MKGC task is to perform the KGC task on a
KG given the availability of other KGs in different
languages (Chen et al., 2020; Huang et al., 2022).

2.2 Multilingual KG alignment (MKGA)

MKGA, which is also known as cross-lingual entity
alignment, aims to match entities with their coun-
terparts from KGs in different languages (Chen
etal., 2017; Wang et al., 2018; Wu et al., 2019; Sun
et al., 2020b). Without loss of generalization, we
define the alignment between a source graph G =
(E,R,T) and a target graph G* = (E*, R*, T™).
For each entity e € £, the MKGA task is now to
find e* € £* (if any).

Existing models compute an alignment matrix
whose elements represent the similarity score be-

tween any two entities e € £ and e* € £* across
two KGs. The models then employ a greedy match-
ing algorithm (Kollias et al., 2011) to infer match-
ing entities from the alignment matrix. The models
typically require an alignment seed set L of pre-
aligned entity pairs (e, *).

2.3 Joint MKGC and MKGA

The joint MKGC and MKGA problem aims to infer
both, new triples for each KG and new aligned
entity pairs for each pair of KGs. Performing two
tasks jointly might be beneficial: missing triples
(en,, e;) in one KG could be recovered by cross-
checking another KG via the alignment, which, in
turn, could be boosted by the newly added triples.

Despite the obvious benefit to complete and
align KGs jointly, there has not been much work
addressing the problem. A notable exception is
the application of multi-task learning to the prob-
lem (Singh et al., 2021). The proposed multi-task
model, however, is not able to capture local neigh-
borhood information. Another limitation is the
missing robustness to the previously described is-
sue of structural inconsistencies between the KGs
during training.

3 JMAC: Joint Multilingual Alignment
and Completion

Figure 2 illustrates the architecture of JMAC which
consists of the Completion and Alignment com-
ponents, respectively. Each component uses a
relation-aware graph neural network (GNN) to en-
code multi-hop neighborhood information into en-
tity and relation embeddings. The use of two GNN
encoders is beneficial as embeddings that are suit-
able for the alignment might differ from those that
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are most beneficial for the completion problem.

3.1 Relation-aware graph neural network

To better capture relation information, we propose
a GNN architecture that uses relation-aware mes-
sages and relation-aware attention scores.

We unify heterogeneous information from KGs
using a GNN with K layers. For the k-th layer
(denoted by the superscript ¥), we update the repre-
sentation a%*! of each entity e € £ as:

k+1 k k k
ae+ =g Z Qg o M .+ Ag (D)
(e!,r)EN (e)
where a¥ € R" is the vector repre-
sentation of entity e at the k-th layer;

Ne) = {(,r)|(e,r,e') e TU(,re) e T}
is the neighbor set of entity e; and the vector
m’e“, , € R" denotes the message passed from
neighbor entity ¢’ to entity e through relation 7.
Here, a’;e,ﬂ, represents the attention weight that
regulates the importance of the message m’e“, -
for entity e; and g(.) is a linear transformation
followed by a Tanh function.

The innovations of our GNN-based model,
which we describe in more detail in the following
two sections, are (i) we make the message-passing
NN to be relation-aware by learning the relation
embedding a¥ € R™ for each relation r € R and
by integrating it into the entity message passing
scheme mk,m and (ii) we introduce an attention

weight oze ¢ to further enhance the relation-aware

capablhty of our GNN-based embeddings.

Relation-aware message Unlike existing GNN-
based approaches that infer relation embeddings
from learned entity embeddings (Sun et al., 2020b),
our approach allows entity and relation embeddings
to be learned jointly and, thus, to both contribute
to the message passing neural network. This is
achieved through an entity-relation composition
operation. The message m”, _in Equation 1 is

e/ Na
defined as:
mf, = af — MLP,, (af) @)
where MLPCOm : R — R" is a two-layer MLP

with the Lea kyReLU activation function.
Here, the relation embedding is updated by

ak+l = hALPm1< ) 3)

where M LPre] R™ — R™ maps relations to a new
embedding space and allows them to be utilized in
the next layer.

Relation-aware attention We define the weight

o/g - » in Equation 1 to be relation-aware as:
k) )

a:e% _ exp (MLP!;’“ (a'§ o mif/’r)) @

> exp (M LPE, (a’g o m’;r)>

(e”,r)eN (e)

where MLPY, : R?*" — R; and o denotes the vec-
tor concatenation operator. As the message vector
mk ,- contains the information of not only neighbor
entlty ¢’ but also neighbor relation 7, our attentive
score o/(j ./ » €an capture the importance of the mes-
sage conﬁiﬁg from entity €’ to entity e conditioned

on relation r connecting them.

Notation extension Recall that we use two dif-
ferent relation-aware GNN encoders as illustrated
in Figure 2: one for the Completion and one for
the Alignment component. To distinguish these
two encoders, we use ¢ and a to denote the embed-
ding representations used for the Completion and
Alignment components, respectively. In particu-
lar, a¥ and a* are now the corresponding embed-
dings of entity e and relation r at the k-th layer of
the relation-aware GNN in the Alignment compo-
nent. Furthermore, c¥ and c” are the corresponding
embeddings of entity e and relation r at the k-th
layer of the relation-aware GNN in the Completion
component (computed as those of the Alignment
component defined in equations 1 and 3).

3.2 Completion component

The Completion component works similarly to KG
embedding models (Nguyen, 2020; Ji et al., 2021)
which compute a score f (e, r, e;) for each triple
(en, T, e;). Our score function f is based on TransE
(Bordes et al., 2013) and is computed across all
hidden layers of the relation-aware GNN encoder
in the Completion component as follows:

fHlenrier) = —let, + i —ci e, (5)

ka €h, T, €r) 6)

f €h, T, et

We use a margm—based pairwise ranking loss
(Bordes et al., 2013) across all hidden layers:

£071 = Z

k
(en,met)€T
(en,met)eT

[’YC - fk(€h7r7 et) + fk(éh,r,ét)}_;r

@)
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where [z]; = max(0,x); 7. > 0 is the margin
hyper-parameter; and 7 is the set of incorrect
triples constructed by corrupting either the head
or the tail entity the correct triple (ep,, 7, e;) € T.

Also, given the availability of the alignment seed
set IL of pre-aligned entity pairs (e, ¢*) among KGs
as mentioned in Section 2.2, we additionally com-
pute the following alignment constraint loss:

Leo=3 Y deos(chich)  ®
k (e,e*)eL

where d..s denotes the cosine distance.

To incorporate alignment information into the
Completion component, our MKGC loss is com-
puted as the sum of the two losses L. 1 and L :

[:c = EQI + ['072 (9)

3.3 Alignment component

The Alignment component is to perform the
MKGA task as defined in Section 2.2. We propose
to incorporate a structural inconsistency reduction
inherited from the Completion into the Alignment
component. We also introduce a mechanism to
enlarge the alignment seed set L.

Structural inconsistency reduction (SIR) The
different completeness levels of KGs lead to struc-
tural inconsistencies that might cause incorrect
alignment predictions. Fortunately, entity and re-
lation embeddings in the Completion component
(i.e. c¥ and c*) could help reconstruct missing
triples, reducing the structural inconsistencies be-
tween KGs. To this end, we propose to incorporate
the Completion component embeddings at the k-th
layer of the relation-aware GNN in the Alignment
component as follows:

af = MLP | (c’g o a’;) Ve  (10)

1D

where MLP® | : R?*" — R™; and MLP¥, :
R2%" —s R™. The transformed embeddings then
will be used as input for the next layer following
equations 1 and 3. This allows the structural in-
consistency reduction to take place at every GNN
layer of the two components, enabling their deep
integration.

k= MLPF, (cff o a{f) Vr

Final entity and relation embeddings for MKGA
We compute the final embeddings for entities and
relations for this Alignment component as follows:

a. = MLP, 3 (ag oalo..o af)
a, = MLP, 4 (ag oalo..o a,{{)

(12)
(13)

where MLP, 3 : RUKHDxn _y R7: and MLP, 4 :
RE+1)xn — R,

Alignment seed enlargement and Triple
transferring (EnTr) As mentioned in Sec-
tion 2.2, existing alignment models require an
alignment seed set IL of pre-aligned entity pairs
for training. An intuitive approach to improve
alignment results is to iteratively increase the size
of IL during training. The number of alignments by
which the size of LL is increased should depend on
some notion of certainty the Alignment component
has in its predictions. For example, in the early
stages of the alignment process, when the KGs
are still sparsely connected, I should be smaller.
The more confident the Alignment component is in
its predictions, the larger should IL be. Hence, we
propose EnTr, a method to enlarge the alignment
seed set. EnTr estimates an optimal number of
new entity pairs to be added to L according to a
measure of alignment certainty. At each training
epoch, EnTr first computes an alignment matrix
A, where each element is the cosine similarity
between any two entity embeddings of the two
KGs, that is, A(e,e*) = 1 — dcos(ae, acx). EnTr
then computes the Shannon entropy of the softmax
distribution over this alignment matrix:

exp (A(e, e¥))
Dercer XD (Ale, €%))
HA) ==Y " P(e*|e) log P(e*]e) (15)

e€f exel*

P(e*le) = (14)

Since the entropy measures the uncertainty of
the alignment predictions — lower entropy corre-
sponds to a smaller alignment uncertainty — EnTr
implements an uncertainty-mediated estimation of
the size q of L as follows:

H(A) - H(A)

q=|f8" W -min(|E], [E*]) | (16)

where A is the alignment matrix before training
and (3 € [0, 1] is a hyper-parameter controlling the
number of new entity pairs to generate. EnTr then
chooses the q entity pairs with the q highest cosine
similarity scores from A and sets L to contain these
entity pairs.

EnTr also performs transfer of triples between
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Language | Greek | Japanese | French | Spanish | English
#Relation | 111 128 144 178 831
#Entity 5,231 | 11,805 12,382 | 13,176 13,996
#Triple 13,839 | 28,744 54,066 | 49,015 80,167

Table 1: Statistics of DBP-5L.

the KGs that logically follow from the existing
alignments. In particular, for each two aligned
entity pairs (e, e*) and (€/,e’), if r is a relation
connecting e and ¢/, EnTr connects e* and e’* by
r as well. This allows the two KGs’ structures to
become gradually more similar over time.

Optimization The learning objective is to mini-
mize the distance between correctly aligned entity
pairs while maximizing the distance between neg-
ative entity pairs using a margin-based pairwise
ranking loss:
Ea = Z ['Ya+dcos(aeaae*)—dcos(aEa aé*)]Jr
(e,e”)€L
(e,e*)ell

A7
where 7y, > 0 is the margin hyper-parameter; and
L is the set of negative entity pairs, which is con-
structed by replacing one entity of each correctly

aligned pair by its nearest entities (Wu et al., 2019).

3.4 Model training

We optimize the losses L. and L, iteratively, using
two optimizers respectively for the Completion and
Alignment losses. In particular, we hold the Align-
ment component’s parameters fixed and optimize
only the loss £.. Then we hold the Completion
component’s parameters fixed and only optimize
the loss L£,. We keep iterating this process in each
training epoch.

4 Experimental Setup

4.1 Dataset

Following previous work (Singh et al., 2021;
Huang et al., 2022), we conduct experiments using
the benchmark DBP-5L.! (Chen et al., 2020), pub-
licly available for both MKGC and MKGA tasks.?
DBP-5L consists of 1,392 relations, 56,590 enti-
ties, and 225,831 triples across the five languages

lhttps ://github.com/stasl0217/KEnS/
tree/main/data

2Huang et al. (2022) create another multilingual bench-
mark named E-PKG (to be released at https://github.

com/amzn/ss—aga-kgc), however, it is not yet available
as of 24/06/2022, EMNLP 2022’s submission deadline.

Greek (EL), Japanese (JA), French (FR), Spanish
(ES), and English (EN). Table 1 presents statistics
for each DBP-5L language. Here, each language
is referred to as a KG. The DBP-5L benchmark is
created for MKGC evaluation. However, each lan-
guage pair also has pre-aligned entity pairs as the
alignment seeds. In particular, on average, about
40% of the entities in each KG have their coun-
terparts at other KGs. Thus, it can also be used
for MKGA evaluation (Singh et al., 2021). Similar
to prior works, we use the same split of training,
validation, and test data, for MKGC available in
DBP-5L for each KG. For MKGA, we use the same
50-50 split of the alignment seeds for training and
test, as used in AlignKGC (Singh et al., 2021).

4.2 Evaluation protocol

For MKGC, and following previous work (Chen
et al., 2020; Singh et al., 2021; Huang et al., 2022),
each correct test triple (ep,,r, ;) is corrupted by
replacing the tail entity e; with each of the other
entities in turn, and then the correct test triple and
corrupted ones are ranked in descending order of
their score. Similar to the previous work, before
ranking, we also applied the “Filtered” setting pro-
tocol (Bordes et al., 2013). We employ standard
evaluation metrics, including the mean reciprocal
rank (MRR), Hits@1 (i.e. the proportion of cor-
rect test triples that are ranked first) and Hits@10
(i.e. the proportion of correct test triples that are
ranked in the top 10 predictions). Here, a higher
score reflects better prediction result.

For MKGA, and following previous work (Chen
et al., 2017; Wu et al., 2019; Sun et al., 2020b;
Singh et al., 2021), each correct test pair (e, e*),
where e € £ and e* € £¥, is corrupted by replacing
entity e* with each of the other entities from £* in
turn, and then the correct test pair and corrupted
ones are ranked in descending order of their simi-
larity score. We also employ the evaluation metrics
MRR, Hits@1 and Hits@10.

3JMAC can perform KGA on a benchmark that is purely
constructed for the KGA task. We show state-of-the-art results
obtained for JMAC on a KGA benchmark in the Appendix.

4651


https://github.com/stasl0217/KEnS/tree/main/data
https://github.com/stasl0217/KEnS/tree/main/data
https://github.com/amzn/ss-aga-kgc
https://github.com/amzn/ss-aga-kgc

Method Align. Greek Japanese French Spanish English
H@l H@10 MRR|H@1 H@10 MRRH@1 H@10 MRR|H@1 H10 MRR| HI H@10 MRR
TransE 0% 13.1 437 243 |21.1 485 253|135 450 244|175 48.8 27.6|73 293 169
RotatE 0% 145 362 262(264 60.2 39.8(21.2 539 33.8(23.2 555 351|123 304 20.7
KG-BERT 0% 17.3 40.1 27.3 (269 59.8 387|219 541 34.0|235 559 354|129 319 210
KenS 100% | 26.4 66.1 - 1329 648 - 223 606 - |252 626 - (144 396 -
SS-AGA 100% | 30.8 58.6 353|346 669 429|255 619 36.6|27.1 655 384|163 413 23.1
AlignKGC w/o SI|50% |55.1 842 65.5|46.7 744 56.6 445 74.0 549|440 714 534285 549 375
AlignKGC w/ ST [50% |58.2 88.6 69.4|49.3 787 60.1|484 794 59.5|48.0 76.6 58.0 |31.7 59.8 41.3
JMAC w/o SI 50% |46.8 90.3 62.3/48.1 852 61.3|43.8 83.8 58.0|356 76.7 50.3 (245 65.3 383
JMAC w/ SI 50% |[552 975 71.7|533 914 668|493 913 64.5|454 88.2 61.0 |29.5 72.7 44.6

Table 2: MKGC results. All metrics are reported in %. Here, H@1 and H@ 10 abbreviate Hits@ 1 and Hits@10,
respectively. “Align.” denotes the percentage of alignment seeds used by each model when training. The first
three models are monolingual baselines (i.e. equivalent to the “Align.” rate of 0%), while the remaining models
are multilingual ones. KenS (Chen et al., 2020) and SS-AGA (Huang et al., 2022) are proposed for MKGC only,
employing all alignment seeds, i.e. their “Align.” rate is 100%. Results of TransE (Bordes et al., 2013), RotatE (Sun
et al., 2019), KG-BERT (Yao et al., 2019), KenS and SS-AGA are taken from Huang et al. (2022), that are reported
only with surface information (w/ SI). Results of AlignKGC (Singh et al., 2021) are taken from Singh et al. (2021).

4.3 Implementation details

The availabilty of surface information (SI) such
as entity names makes the alignment problem less
challenging (Xiang et al., 2021). When surface
information is not used by the methods (denoted
as w/o SI), the entity and relation embeddings are
randomly initialized. When surface information
is used (denoted as w/ SI), initial entity and re-
lation embeddings are obtained from pre-trained
text embedding models (Singh et al., 2021; Huang
et al., 2022). Therefore, we also evaluate these two
problems and refer to them as JMAC w/o SI and
JMAC w/ SIL.

We implement our model using Pytorch (Paszke
et al., 2019). We iteratively train our JMAC com-
ponents up to 30 epochs with two Adam opti-
mizers (Kingma and Ba, 2014). We use a grid
search to choose the number of GNN hidden lay-
ers K € {1,2,3}, the initial Adam learning
rates A € {le % 5e7%, 1e7}, the controllable
hyper-parameter 5 € {0.1,0.2,0.3} from Equa-
tion 16, the margin hyper-parameters . and -y,
€ {0,5,10}, and the input dimension and MLP
hidden sizes n € {128,256, 512}. The test set re-
sults for the two tasks are reported for the model
checkpoint which obtains the highest MRR on the
validation set of the MKGC task.

5 Main Results

5.1 MKGC results

Comparison results Table 2 lists MKGC results
for IMAC and other strong baselines on the DBP-
5L test sets. Overall, the multilingual models

perform better than the monolingual ones. It is
not surprising that JMAC and AlignKGC without
surface information (w/o SI) obtain lower num-
bers than their counterparts using SI (w/ SI). For
example, with SI information, JMAC achieves
an average improvement of about 8% points for
Hits@10. Note that, our “JMAC w/o SI” still pro-
duces higher Hits@ 10 results than “AlignKGC w/
SI” on all KGs, and in general, performs better
than “AlignKGC w/o SI”’. Compared to SS-AGA
that uses both SI and all available alignment seeds
for training, our “JMAC w/o SI” Hits@ 10 results
are about 30% better for Greek, 20% better for
Japanese, French and English, and 10% better for
Spanish. We find that our “JMAC w/ SI” obtains
the highest results across all KGs on all evalua-
tion metrics, producing new state-of-the-art perfor-
mances (except the second-highest Hits@1 scores
on Greek, Spanish and English where “AlignKGC
w/ SI” produces the highest Hits@1 scores).

Ablation study Table 3 presents ablation results.
Removing or replacing any component or mech-
anism decreases the model’s performance. The
largest decrease is observed without the use of
the Alignment component (w/o Align.) where the
MRR scores drop about 15% points on average.
The model also performs substantially poorer when
it is not using the alignment seed enlargement and
triple transferring mechanism (w/o EnTr). Here,
the model’s Hits@10 scores decrease about 10% in
Greek, Japanese, French and Spanish. The perfor-
mance drops incurred by using the same relation-
aware GNN encoder (w/ 1-GNN) or not using
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Variants Greek Japanese French Spanish English
H@l H@10 MRR H@1 H@10 MRR/H@1 H@10 MRR|H@1 H@10 MRR {H@1 H@10 MRR
JMAC w/ SI 552 975 717|533 914 668|493 913 64.5|454 882 61.0|29.5 727 44.6
(i) w/o RA-GNN| 533 953 70.6(49.1 90.7 63.8|464 887 61.0|43.6 854 593 |27.1 71.1 423
(i) w/ 1-GNN | 51.1 924 64.2]49.1 90.3 63.146.1 87.1 60.8 414 824 56.1|272 683 41.6
(iii) w/o SIR 548 96.8 71.1|50.9 91.1 643|482 90.3 63.6|44.9 863 605|284 714 433
(iv) w/o EnTr 415 87.1 573|397 80.6 544|405 803 542|363 763 505|272 67.3 393
(v) w/o Align. | 353 834 521|353 758 488/(353 768 499|293 69.1 463|235 558 348

Table 3: Ablation study for the MKGC task. (i) w/o RA-GNN: Without using the relation-aware message (Equation
2) and relation-aware attention (Equation 4), here we replace our proposed RA-GNNs by the graph isomorphism
networks (Xu et al., 2019). (ii) w/ 1-GNN: Both the Completion and Alignment components share the same
relation-aware GNN encoder, also leading to “w/o SIR”. (iii) w/o SIR: Without using the structural inconsistency
reduction mechanism described in Section 3.3, i.e. equations 10 and 11 are not used. (iv) w/o EnTr: Without using
the alignment seed enlargement and triple transferring mechanism described in Section 3.3. (v) w/o Align.: Model
variant containing only the Completion component without the Alignment one.

w/o SI
80 /
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60
@ 501
o
= 401
30—,
—¥— Greek —%— French
201 Spanish —§— English
—@— Japanese
10+ T T T T v
0 20 40 60 80 100

Seen pre-aligned seeds (%)
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o
= 40+
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201 Spanish —§— English
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10+ T T : " ;
0 20 40 60 80 100

Seen pre-aligned seeds (%)

Figure 3: MKGC MRR results w.r.t different sampling percentages of alignment seed pairs.

relation-aware messages and attention (w/o RA-
GNN) also demonstrate the importance of the two-
component architecture design and the relation-
ware message passing scheme. Although the struc-
tural inconsistency reduction mechanism aims to
improve the alignment performance, we find that
without it (w/o SIR), the MKGC performance also
declines. This shows that the improvement in the
MKGA task can lead to direct improvements in the
MKGC task.

Impact of alignment seeds To have a better in-
sight into how much MKGA can aid MKGC, we
evaluate the MKGC task when using alignment
seeds with a sampling percentage ranging from 0%
to 100% (i.e. using all pre-aligned entity pairs).
Figure 3 shows the MRR scores obtained for this
experiment. Overall, our JMAC is improved when
using more alignment seeds. The surface informa-
tion (SI), e.g. entity names, provides informative
clues about the similarity between entities across
KGs (e.g. two entities with similar names are more
likely to be an alignment pair). It is therefore not
surprising that “JMAC w/ SI” performs better than

“JMAC w/o SI” in all scenarios, especially when
the used sampling percentage of alignment seeds is
small (i.e. SI becomes more valuable). In addition,
the completion performance gradually closer as the
sampling percentage approaches 100%. The rea-
son is possibly that when the set of used alignment
seeds is large enough, there is not much for surface
information to contribute to the alignment perfor-
mance, which aids the completion performance.

5.2 MKGA results

Comparison results Table 4 presents the over-
all results of different models on the MKGA task.
We refer the reader to the Appendix for results on
each language pair. Overall, IMAC performs the
best in both the “w/ SI” and “w/o SI” categories.
Although SS-AGA performs well in the MKGC
task, it performs much worse on the alignment
task. Specifically, although using SI, it produces
the lowest Hits@10. AlignKGC, on the other hand,
achieves the third-best results in both categories.
However, it is still outperformed by pure KGA
models such as AliNet (obtaining 11.1% points
higher Hits@1 than AlignKGC in the “w/o SI” cat-
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Method - OYerall
Hits@1 | Hits@10 | MRR
w/o SI
AlignKGC | 50.2 65.4 -
MTransE 28.2 44.0 36.2
AliNet 61.3 73.2 60.8
JMAC 63.8 75.8 70.3
w/ SI
AlignKGC | 84.8 91.9 -
SS-AGA 34.1 40.1 37.4
PSR 77.2 88.4 81.2
RDGCN 89.3 94.9 91.9
JMAC 93.4 97.5 95.1

Table 4: MKGA results. Results for AlignKGC are
taken from Singh et al. (2021). We report our results for
other baselines including MTransE (Chen et al., 2017),
AliNet (Sun et al., 2020b), SS-AGA, PSR (Mao et al.,
2021) and RDGCN (Wu et al., 2019), employing their
publicly released implementations. See the Appendix
for the training protocols of these baselines. SS-AGA
is originally proposed and evaluated for MKGC only.
However, it also computes and defines an alignment ma-
trix, thus we can also evaluate SS-AGA for the MKGA
task using this matrix.

Variants Overall
Hits@1 | Hits@10 | MRR
JMAC w/ SI 93.4 97.5 95.1
(i) w/o RA-GNN | 89.3 92.2 90.9
(i) w/ 1-GNN 62.4 65.4 64.0
(iii) w/o SIR 91.3 94.3 92.6
(iv) w/o EnTr 92.9 95.6 94.5
(v) w/o Comple. 91.3 94.3 92.6

Table 5: Ablation study for the MKGA task. (v) w/o
Comple.: Model variant containing only the Alignment
component without the Completion one.

egory) and RDGCN (obtaining 4.5% points higher
Hits@1 than AlignKGC in the “w/ SI” category).

Ablation study Table 5 shows the ablation re-
sults on the MKGA task. The model performance
drops by about 5.3% points in Hits@10 without
the relation-aware messages and attention (w/o RA-
GNN), confirming that the relation-aware mecha-
nism is a crucial part of our model. Using only one
GNN encoder (w/ 1-GNN) for both Completion
and Alignment components performs worse. This
indicates that combining the objective functions
and using the same feature for multiple tasks might
not be optimal. The EnTr mechanism improves

the model Hits@10 by about 2% points (w/o EnTr
95.6% — 97.5%). In the absence of SIR (w/o SIR),
the alignment performance suffers a drop in each
evaluation metric (2.1% points for Hits@1, 3.2%
points for Hits@10, and 2.5% points for MRR).
This indicates that the structural inconsistency re-
duction improves alignment performance. As the
Completion component only aids the Alignment
component through the SIR mechanism, the model
variant without Completion component (w/o Com-
ple.) has the same alignment performance as the
model variant “w/o SIR”.

6 Conclusion

We proposed JMAC, a method for joint multi-
lingual knowledge graph completion and align-
ment. JMAC consists of a Completion and Align-
ment component and uses a new class of relation-
aware GNNs for learning entity and relation embed-
dings suitable for both the completion and align-
ment tasks. We also propose a structural inconsis-
tency reduction mechanism that fuses entity and
relation embeddings from the Completion com-
ponent with those of the Alignment component.
We also introduce another mechanism to enlarge
alignment seeds and transfer triples among KGs
during training. Extensive experiments using the
benchmark DBP-5L (Chen et al., 2020) show that
JMAC performs better than previous strong base-
lines, producing state-of-the-art results. We pub-
licly release the implementation of our JMAC at
https://github.com/vinhsuhi/JMAC.

Limitations

Our experimental results demonstrate that our
JMAC model effectively solves the structural in-
consistency problem. However, our model works
based on the assumption that the surface informa-
tion (SI), i.e. entity name, of an entity across dif-
ferent KG languages is the same or similar. In fact,
some entities might have very different SI com-
pared to their versions across different KGs, due to
incorrect annotations during KGs construction or
different description caused by the language barrier.
We refer this issue to as SI inconsistency. When
the level of SI inconsistency is high, using SI infor-
mation might have reversed impacts on the model
performance. A robust model should be able to
decide how much it can rely on the SI. Our model
has no mechanism to perform that at the moment.
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A Appendix

A.1 Training protocols for baselines

For the baseline alignment models listed in Table 4,
we apply the same training protocol as detailed in
Section 4.3 w.r.t. the optimizer, the hidden layers,
the initial learning rate values and the number of
training epochs. For GNN-based alignment mod-
els AliNet, SS-AGA, PSR and RDGCN, we also
search their number of GNN layers from {1, 2, 3}.
For their other hyper-parameters, we use their im-
plementation’s default values.

A.2 MKGA results on the DBP-5L dataset

Tables 6-11 detail alignment results of experimen-
tal models as well as ablation results of our IMAC
for all language pairs in the DBP-5L dataset.

A.3 Additional results for the KGA task

Note that our JMAC can perform KGA on a bench-
mark that is purely constructed for the KGA task.
To further demonstrate the effectiveness of our
JMAC, we conduct an additional KGA experiment
using bilingual KG pairs from the OpenEA 15K
benchmark DBP1.0 (Sun et al., 2020c). Each KG
pair consists of two versions V1 and V2 which are
the sparse and dense ones, respectively. The align-
ment seeds are divided into 20%, 10%, and 70% for
training, validation and test, respectively. Statistics
of the bilingual KG pairs from the OpenEA 15K
benchmark DBP1.0 are presented in Table 12. For
this entity alignment experiment, training protocols
of JIMAC and baselines are the same as described in
Sections 4.3 and A.1. Here, the test set results are
reported for the model checkpoint which obtains
the highest MRR on the validation set. Table 13
reports obtained alignment results on the test sets,
where our JMAC performs better than the base-
lines in both the “w/ SI” and “w/o SI” categories,
obtaining new state-of-the-art performances.
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Method  [EL - EN|EL - ES [EL - FR[EL - JA[EN - FRES - EN[ES - FR | JA - EN[JA - ES|JA - FR | Overall

w/o SI
AlignKGC - - - - - - - - - - 50.2
MTransE 24.2 34.9 30.0 38.6 20.6 23.6 31.6 19.2 26.7 41.6 28.2
AliNet 51.5 73.5 53.7 69.1 51.7 67.0 70.1 48.7 56.2 75.1 61.3
JMAC 61.1 72.8 64.3 69.3 59.0 67.2 72.9 54.2 59.6 64.7 63.8
w/ SI
AlignKGC - - - - - - - - - - 84.8
SS-AGA 16.2 15.9 15.0 2.7 70.4 79.8 76.4 6.8 5.6 4.8 34.1
PSR 77.1 79.5 74.0 75.2 76.9 86.3 86.8 68.1 66.3 80.1 77.2
RDGCN 93.0 88.6 83.0 84.9 89.6 94.0 88.7 91.1 84.0 | 89.0 | 893
JMAC 93.1 92.8 92.4 93.8 94.5 93.3 94.5 94.7 91.9 93.1 934

Table 6: MKGA Hits@1 results.

Method  [EL - EN|EL - ES[EL - FR[EL - JA[EN - FR[ES - EN[ES - FR[JA - EN|JA - ES|JA - FR | Overall

w/o SI
AlignKGC - - - - - - - - - - 65.4
MTransE 43.2 54.1 453 55.4 334 394 48.0 32.9 42.1 58.8 44.0
AliNet 66.2 82.7 67.4 79.6 65.1 77.0 824 62.2 68.3 84.3 73.2
JMAC 68.8 80.6 73.0 79.4 71.2 78.7 85.6 67.2 74.1 80.3 75.8
w/ SI
AlignKGC - - - - - - - - - - 91.9
SS-AGA 23.3 24.2 23.1 5.1 76.1 86.1 81.4 13.2 11.8 10.6 40.1
PSR 87.9 91.3 86.4 88.3 90.3 9.3 92.2 86.0 83.0 86.2 88.4
RDGCN 97.3 95.7 94.9 9L.1 95.3 97.8 94.6 95.1 91.3 949 | %49
JMAC 97.5 97.8 96.8 97.6 97.8 97.7 97.8 98.2 95.8 97.6 97.5

Table 7: MKGA Hits@10 results.

Method [EL - EN[EL - ES[EL - FR[EL - JA|EN - FR [ES - EN[ES - FR[JA - EN | JA - ES|JA - FR|Overall

w/o SI
MTransE| 33.5 44.2 38.0 47.0 27.4 31.7 39.6 26.7 34.4 499 36.2
AliNet 58.4 77.8 602 | 74.1 57.9 717 | 757 | 549 | 618 | 794 | 60.8
JMAC 63.6 74.8 67.0 73.7 65.1 72.8 80.4 62.4 69.1 74.6 70.3
w/ SI
SS-AGA 20.2 20.5 19.8 4.6 73.2 82.6 78.8 10.6 9.2 8.3 37.4
PSR 81.1 83.8 78.1 79.9 81.6 88.6 88.9 74.3 72.3 81.9 81.2
RDGCN 95.1 91.8 91.3 87.9 92.2 95.7 914 93.1 87.4 91.7 91.9
JMAC 95.3 95.0 94.6 95.2 94.6 95.7 96.0 96.3 93.3 95.3 95.1
Table 8: MKGA MRR results. Singh et al. (2021) do not report the MRR results for AlignKGC.
Variants EL-EN | EL-ES | EL-FR | EL-JA | EN-FR | ES-EN | ES-FR | JA-EN | JA-ES | JA-FR | Overall
JMAC w/ SI 93.1 92.8 924 | 93.8 94.5 933 | 945 | 947 | 919 | 93.1 93.4
(1) w/o RA-GNN| 89.0 89.4 85.1 89.3 91.4 89.6 90.7 90.4 87.3 88.2 89.3
(ii) w/ 1-GNN 60.3 72.1 63.6 66.8 59.1 67.1 71.0 | 523 | 56.8 | 63.8 62.4
(ii1) w/o SIR 90.1 90.4 87.8 91.7 92.9 91.3 92.6 92.5 89.9 90.8 91.3
(iv) w/o EnTr 926 | 92.1 | 889 | 935 | 940 | 93.1 | 94.1 | 939 | 912 | 929 92.9
(v) w/o Comple. | 90.1 90.4 87.8 91.7 92.9 91.3 92.6 92.5 89.9 90.8 91.3
Table 9: Ablation Hits@1 results for the MKGA task.
Variants EL-EN | EL-ES | EL-FR | EL-JA | EN-FR | ES-EN | ES-FR | JA-EN | JA-ES | JA-FR | Overall
JMAC w/ SI 97.5 97.8 96.8 | 97.6 97.8 97.7 | 97.8 | 982 | 958 | 97.6 97.5
(i) w/o RA-GNN| 91.3 92.1 91.6 93.3 92.7 93.4 92.5 93.1 90.8 91.3 92.2
(ii) w/ 1-GNN 63.3 76.4 65.2 69.3 64.3 71.1 733 | 552 | 57.8 | 653 65.4
(ii1) w/o SIR 94.1 95.3 93.6 94.1 95.2 95.0 94.2 95.1 92.3 94.4 94.3
(iv) w/o EnTr 95.6 | 959 | 949 | 95.0 | 95.8 | 96.1 | 958 | 96.2 | 942 | 964 | 95.6
(v) w/o Comple. | 94.1 95.3 93.6 94.1 95.2 95.0 94.2 95.1 92.3 94.4 94.3

Table 10: Ablation Hits@ 10 results for the MKGA task.
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Variants EL-EN |EL-ES | EL-FR | EL-JA |EN-FR | ES-EN | ES-FR | JA-EN | JA-ES | JA-FR | Overall

JMAC w/ SI 95.3 95.0 | 946 | 952 | 94.6 95.7 | 96.0 | 963 | 93.3 | 953 95.1
(i) w/o RA-GNN | 90.1 91.1 90.3 924 91.6 91.3 | 914 | 91.7 | 89.7 | 89.3 90.9
(ii)) w/ 1-GNN 614 | 73.7 646 | 67.3 60.1 684 | 726 | 53.7 | 57.6 | 644 64.0
(iii) w/o SIR 93.2 93.1 914 | 91.6 92.4 936 | 927 | 935 | 90.3 | 93.6 92.6
(iv) w/o EnTr 95.0 | 946 | 932 | 935 | 943 | 955 | 948 | 953 | 923 | 952 | 945
(v) w/o Comple. | 93.2 93.1 914 | 91.6 92.4 936 | 927 | 935 | 90.3 | 93.6 92.6

Table 11: Ablation MRR results for the MKGA task.

V1 V2
#Entity #Relation #Triple | #Entity #Relation #Triple
EN 15,000 267 47,334 | 15,000 193 96,318
FR 15,000 210 40,864 | 15,000 166 80,112
EN 15,000 215 47,676 | 15,000 169 84,867
DE 15,000 131 50,419 | 15,000 96 92,632

Table 12: Statistics of bilingual KG pairs from the OpenEA 15K benchmark DBP1.0.

KG Pairs KGs

EN-FR-15K

EN-DE-15K

. . w/o SI w/ SI

KG Pairs Metric  —gvansE AliNet  JMAC | RDGCN PSR JMAC
His@1 247 388 588 54 765 90.0

EN-FR-15K V1 | Hits@10 | 563 829 832 881 932  98.0
MRR 35.2 185 674 80.1 823  93.0
Hits@1 201 81 709 847 925 971

EN-FR-15K V2 | Hits@10 |  24.0 37.8  89.0 934 984  99.6
MRR 337 092 717 830 043  98.1
Hits@1 30.8 6l.0 732 830 882 943

EN-DE-15K V1 | Hits@10 |  61.1 831 909 914 955  99.0
MRR 41.0 682 795 856 914  96.1
Hits@1 194 815 898 834 065 978

EN-DE-15K V2 | Hits@10 | 432 930 971 936 991 995
MRR 27.4 85.6  92.5 8.1 977 98.6

Table 13: DBP1.0 test set results. We report our results for AliNet and PSR using their publicly released implemen-
tations. Results for MTransE and RDGCN are taken from Sun et al. (2020c). Here, RDGCN is the best performing
model among 12 different models experimented by Sun et al. (2020c).
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