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Abstract

While fine-tuned language models perform
well on many tasks, they were also shown
to rely on superficial surface features such as
lexical overlap. Excessive utilization of such
heuristics can lead to failure on challenging
inputs. We analyze the use of lexical overlap
heuristics in natural language inference, para-
phrase detection, and reading comprehension
(using a novel contrastive dataset), and find
that larger models are much less susceptible
to adopting lexical overlap heuristics. We also
find that longer training leads models to aban-
don lexical overlap heuristics. Finally, we pro-
vide evidence that the disparity between models
size has its source in the pre-trained model.1

1 Introduction

Pretrained Language Models (PLMs) dramatically
improved the performances on a wide range of NLP
tasks, resulting in benchmarks claiming to track
progress of language understanding, like GLUE
(Wang et al., 2018) and SQuAD (Rajpurkar et al.,
2016) to be “solved”. However, many works show
these models to be brittle and generalize poorly to
“out-of-distribution examples” (Naik et al., 2018;
McCoy et al., 2019; Gardner et al., 2020).

One of the reasons for the poor generalization
is models adopting superficial heuristics from the
training data, such as, lexical overlap: simple
match of words between two textual instances. For
instance, a paraphrase-detection model that makes
use of these heuristics may determine that two sen-
tences are paraphrases of each other by simply
comparing the bags-of-words of these sentences.
While this heuristic sometimes works, it is also of-
ten wrong, as demonstrated in Figure 1. Indeed,
while such heuristics are effective for solving in-
domain large datasets, different tests expose that
models often rely on these heuristics, and thus they

1Code and data are available at: https://github.com/
elronbandel/lexical-generalization.
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Figure 1: Illustration of the difference in the behavior
of a too small, or briefly trained paraphrase detection

MODEL, that relies on lexical overlap heuristic to
make a (wrong) prediction. In contrast, MODEL is
larger or is trained for longer, and does not rely on
lexical overlap and predicts correctly.

are right for the wrong reasons (McCoy et al., 2019;
Zhang et al., 2019). Since, different works tackled
these problems, and propose different algorithms
and specialized methods for reducing the use of
such heuristics, and improve models’ generaliza-
tion (He et al., 2019; Utama et al., 2020; Moosavi
et al., 2020; Tu et al., 2020; Liu et al., 2022).

In this work, we link the adoption of lexical
overlap heuristic to size of PLMs and to the number
of iterations in the fine-tuning process. We show
that a lot of the benefit from the above methods
can be achieved simply by using larger PLMs
and finetuning them for longer.

We show that larger PLMs, and longer trained
models are much less prone to rely on lexical over-
lap, despite not being manifested on standard
validation sets. We validate these findings on three
widely used PLMs: BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), and ALBERT (Lan
et al., 2019) and three tasks: Natural Language
Inference (NLI), Paraphrase Detection (PD), and
Reading Comprehension (RC). For RC, we col-
lect a new contrastive test-set - ALSQA, based on
SQuAD2.0 (Rajpurkar et al., 2018), while control-
ling on the lexical overlap between the texts and
the questions, containing 365 examples.
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2 Related Work

This work relates to a line of research using behav-
ioral methods for understanding model behavior
(Ribeiro et al., 2020; Elazar et al., 2021a; Vig et al.,
2020), and more specifically regarding the extent in
which specific heuristics being used by models for
prediction (Poliak et al., 2018; Naik et al., 2018;
McCoy et al., 2019; Jacovi et al., 2021; Elazar
et al., 2021b). The use of heuristics such as lexi-
cal overlap also typically point on the lexical and
under sensitivity of models (Welbl et al., 2020),
studied in different setups (Iyyer et al., 2018; Jia
and Liang, 2017; Gan and Ng, 2019; Misra et al.,
2020; Belinkov and Bisk, 2018; Ribeiro et al., 2020;
Ebrahimi et al., 2018; Bandel et al., 2022).

Our work suggests that the size of PLMs af-
fects their inductive bias (Haussler, 1988) towards
the preferred strategy. Studies of inductive biases
in NLP has gained attention recently (Dyer et al.,
2016; Battaglia et al., 2018; Dhingra et al., 2018;
Ravfogel et al., 2019; McCoy et al., 2020a). While
Warstadt et al. (2020) studied the effect of the
amount of pre-training data on linguistic general-
ization, we show that additional training iterations
and larger models affects their inductive biases with
respect to the use of lexical overlap heuristics.

Finally, Tu et al. (2020) show that the adoption
of heuristics can be explained by the ability to gen-
eralize from a few examples that aren’t aligned
with the heuristics. They show that larger model
size and longer fine-tuning can marginally increase
the ability of the model to generalize from minority
groups, an insight also discussed also by Djolonga
et al. (2021). Our focus of lexical heuristics exclu-
sively, together with robust fine-grained experimen-
tal setup concludes, unlike Tu et al. (2020), that
the change in lexical heuristic adoption behavior is
consistent and non marginal.

3 Measuring Reliance on Lexical Overlap

Definition: Reliance on Lexical Overlap We
say that a model makes use of lexical heuristics if
it relies on superficial lexical cues in the text by
making use of their identity rather than the seman-
tics of the text.

3.1 Experimental Design
We focus on tasks that involve some inference over
text pairs. We estimate the usage of the lexical-
overlap heuristic by training a model on a stan-
dard training set for the task, and then inspecting

models’ predictions on a diagnostic set, containing
high lexical overlap instances,2 where half of the
instances are consistent with the heuristic and half
are inconsistent (e.g. the first two rows of each
dataset in Figure 2, respectively). Models that rely
on the heuristic will perform well on the consistent
group, and significantly worse on the inconsistent
ones.

Metric We define the HEURistic score (HEUR)
of a model on a diagnostic set as the difference
in model performance on the consistent examples,
and its performance on the inconsistent examples.
Higher HEUR values indicate high use of the lex-
ical overlap heuristic (bad) while low values indi-
cate lower reliance on the heuristic (good).

3.2 Data

For the training sets we use the MNLI dataset
(Williams et al., 2018) for Natural Language In-
ference (NLI; Dagan et al., 2005; Bowman et al.,
2015), the Quora Question Pairs (QQP; Sharma
et al., 2019) for paraphrasing, and SQuAD 2.0 (Ra-
jpurkar et al., 2018) for Reading Comprehension
(RC). The corresponding high-lexical overlap diag-
nostic sets are described below:

HANS (McCoy et al., 2019) is an NLI dataset,
designed as a challenging test set to test for reliance
on different heuristics. Models that predict entail-
ment when based solely on one of those heuristics
- will fail in half the examples where the heuristic
does not hold. We focus on the lexical overlap
heuristic part, termed HANS-Overlap.

PAWS (Zhang et al., 2019) is a paraphrase de-
tection dataset containing paraphrase and non-
paraphrase pairs with high lexical overlap. The
pairs were generated by controlled word swapping
and back translation, with a manually filtering val-
idation step. We use the Quora Question Pairs
(PAWS-QQP) part of the dataset.

ALSQA To test the lexical overlap heuristic uti-
lization in Reading Comprehension models, we
create a new test set: Analyzing Lexically Similar
QA (ALSQA). We augment the SQuAD 2.0 dataset
(Rajpurkar et al., 2018) by asking crowdworkers
to generate questions with high context-overlap

2We define the lexical overlap between pair of texts as the
number of unique words that appear in both texts divided by
the number of unique words in the shorter text. The definition
for ALSQA is similar, but we consider lemmas instead of
words, and ignore function words and proper names.
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Dataset Text1 Text2 Label

HANS The banker near the judge saw the actor. The banker saw the actor. E ✓

The doctors visited the lawyer. The lawyer visited the doctors. NE ✗

PAWS What should I prefer study or job? What should I prefer job or study? P ✓

Can a bad person become good ? Can a good person become bad? NP ✗

ALSQA ..."downsize" revision of vehicle categories .By 1977 , GMś
full - sized cars reflected the crisis. By 1979, virtually all

" full - size " American cars had shrunk , featuring smaller
engines and smaller outside dimensions. Chrysler ended
production of their full - sized luxury sedans at the end of the
1981 model year ...

By which year did full sized American
cars shrink to be smaller ?

What vehicle category did Chrysler
change to in 1977 ?

A ✓

NA ✗

Figure 2: Examples from the datasets. All examples have in-pair high lexical overlap. In ALSQA examples
overlapping content words colored in blue . Text1 and Text2 correspond to the premise and hypothesis in HANS, the
two sentences in PAWS and the context and question in ALSQA. The labels for HANS pairs are either Entailment
(E) or Non-Entailment (NE). For PAWS the labels are Paraphrase (P) or Non-Paraphrase (NP). For ALSQA the
labels are (A) Answerable (NA) Non-Answerable. If the lexical overlap point on the label it is marked as ✓ means
it is consistent-with-heuristic.

Larger language models trained for  l o n g e r  tend to be better, 
but better in what aspects?

Largely, Right for Better Reasons:
 Lexical Generalization Improves with Model Size

Elron Bandel, Yoav Goldberg, Yanai Elazar

Conclusion I: Pretrain Larger

2. Measuring Heuristic Reliance1. Approach

Conclusion II: Finetune Longer

Performance on heuristic 
consistent test-set

Performance on heuristic 
inconsistent test-set

✔ =

✘ =

Higher HEUR values indicate high use of 
the lexical overlap heuristic

Passage

We asked crowdworkers to rewrite SQuAD2.0 questions into questions with high lexical 
overlap with the context passage. 

● Answerable questions are consistent with the lexical overlap heuristic ✔
● Unanswerable questions are not consistent with the  lexical overlap heuristic ✘

While models of different sizes perform equally on the heuristic 
consistent subset (✔), in the inconsistent subset (✘) larger 
models generalize better and are less likely to adopt the 
heuristic. 

● Is the difference in 
performance between models 
explained by superficial 
heuristics?

● We analyze the adoption and 
avoidance of lexical overlap 
heuristics in models of 
different sizes and in different 
training phases.

When training models longer, they tend to abandon the use of 
lexical overlap heuristics. 

… while maintaining similar performance on the standard test

HEUR  =   ✔  －  ✘  

Classification test-sets that control the 
lexical overlap heuristic

PAWS

(Paraphrase 
Identification)    

Small Base Large Small Base Large

ALSQA ✔ ALSQA ✘

What other heuristics models employ for prediction?

How the size of the model and fine-tuning duration affect the abandonment of lexical heuristics?

3. Test-sets

A
cc

ur
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y

HANS

3.2 ALSQA: a High Lexical-overlap Reading Comprehension Test3.1 Text-pair Classification

Question Answerable(NLI)

But they are also:

● Synthetic
● Similar to each other

Remaining questions:Figure 3: "Larger is better" Electra of different sizes
perform equally on the subset of ALSQA that is consis-
tent with the lexical overlap heuristic (✓), in the incon-
sistent subset (✗) larger models are less likely to adopt
the heuristic, therefore, generalize better.

from questions with low overlap (These questions
are paraphrases of the original questions). In the
case of un-answerable questions, annotators were
asked to re-write the question without changing its
meaning and maintain the unanswerability reason.3

ALSQA contains 365 questions pairs, 190 with an-
swer and 174 without answer. Examples from the
dataset are presented in Figure 2, and Appendix B.

4 Experiments and Results

Setup We experiment with 3 strong PLMs:
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019) and ELECTRA (Clark et al., 2020), each
with a few size variants. Since performance after
finetuning can vary, both for in-domain (Dodge
et al., 2020), and out-of-domain (McCoy et al.,
2020b), we follow Clark et al. (2020) and finetune
every model six times, with different seeds and

3Full details are provided in Appendix A.

learning rates (specified in Appendix C) and report
the median of these results. All models achieve
comparable results to those reported in the litera-
ture. For each model we consider different stages
in the training process. The early variant is after
one epoch, while the late variant is after six epochs.

The NLI and PD are text-pair classification tasks.
However, RC is a span prediction task, as such, we
explore two versions of this task: (1) the regular
span prediction task, and (2) a text-pair classifica-
tion task, where the goal is to predict if the ques-
tions is answerable or not from the text, which we
call Answerability.

Finding I: Larger is Better (but it is not reflected on
the dev set) We report the results in Table 1. Larger
models perform consistently better on the lexical
challenge across tasks and models: For NLI, the
early BERT models gradually improve their HEUR
score from 93.7 in the base version to 63.5 in the
large version. Similarly for PD, the early RoBERTa
improves the HEUR score from 84.4 to 76.0 from
the base to large versions. The difference in the
HEUR scores are remarkable, as the improvement
on the standard validation set are relatively small
with respect to the improvement on HEUR. For in-
stance, the RoBERTa-early on HANS improve its
dev performance from the base to large version by
2.2%, while HEUR improves relatively by 79.4%.
Apart from the size trend, the absolute numbers be-
tween the tasks also differ significantly. RoBERTa-
large practically “solved” this part of HANS, with
a median accuracy of 96%. On the other hand,
PAWS remains a much harder task, with the best
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Model-Stage Size Dev↑ ✓↑ ✗↑ HEUR↓ ∆

NLI

BERT early base 83.8 97.3 3.6 93.7
large 84.9 91.1 27.6 63.5

BERT late base 84.5 62.0 43.5 18.5 -75.2
large 85.8 82.6 68.0 14.6 -48.9

RoBERTa early base 85.9 99.4 9.7 89.7
large 87.8 99.8 81.4 18.4

RoBERTa late base 87.1 98.0 76.8 21.2 -68.5
large 89.3 99.6 92.4 4.2 -14.2

Paraphrase Detection

RoBERTa early base 89.4 93.7 9.3 84.4
large 89.1 95.0 19.0 76.0

RoBERTa late base 91.6 90.1 21.9 68.2 -16.2
large 91.9 94.8 23.9 70.9 -5.1

ELECTRA early base 90.0 89.3 17.5 71.8
large 90.8 98.4 23.9 74.5

ELECTRA late base 91.8 89.5 35.1 54.4 -17.4
large 92.5 93.7 42.0 51.7 -22.8

Question Answerability

ELECTRA early base 83.5 90.8 53.7 37.1
large 90.3 89.5 71.4 18.1

ELECTRA late base 83.5 90.5 54.6 35.9 -1.2
large 91.0 91.1 72.3 18.8 0.7

Table 1: Results on all tasks considered in this study. We
include both the dev-set results on the in-domain dataset
(Dev), and the HEUR columns are reported on the high
lexical overlap diagnostic sets. ✓ and ✗ refer to the
subsets from the diagnostic sets that are consistent, and
inconsistent with the heuristic, respectively. ∆ refers to
the difference in HEUR between the same model family
of the same size, between the late and early stage of
training (e.g. the difference between BERT-base in the
late and early stage of training).

performing model is ELECTRA-large that obtains
56.6% accuracy.

Finding II: Longer is Better (but it is not reflected on
the dev set) Next, we compare the early (after one
iterations over the training data) and late (after six
iterations) versions of models. To ease comparison,
the ∆ column indicates the difference between the
HEUR score on the same model size, at the early
and late stages of training. The differences show a
constant improvement on this score from early to
later versions of the trained models. Accordingly,
the improvements on the standard development sets
are again much smaller: for instance, on NLI using
BERT-large the dev-score increases by 1% while
the HEUR score improves relatively by 77% (see
Figure 4)4 This indicates that models tend to adopt

4The trend seems to not hold in ELECTRA-large in Table
1 and both RoBERTa models in Table 8. However, we found

Heuristic Usage

Dev Set Performence

Figure 4: "Longer is better" Lexical Overlap HEUR
of different sizes of BERT on HANS during training
compared to dev set accuracy. While dev set results
remain stagnant over training, the behavior of the model
changes dramatically with regards to the reliance on the
lexical heuristic, as reflected in the HEUR score.

the lexical overlap heuristic at early training stages,
and abandon it later on.

Span-Prediction Objective We also compare
models that were trained on the span-prediction
task (RC) on SQuAD 2.0 to inspect if the task
objective and loss affect the usage of lexical heuris-
tic. We follow the same training setup solely for
SQuAD 2.0 with the standard span-prediction task
and report the results in Appendix F.2. We observe
similar trends: larger or sufficiently fine-tuned mod-
els are less prone to use the overlap heuristic.

On the Source of Generalization Is the improve-
ment in generalization based only on the capacity
of the model being fine-tuned and the amount of
fine-tuning, or are the larger pre-trained models
themselves already better at generalization? Tu

that in an earlier training stage (middle of the first training
iteration) the HEUR scores were significantly worse, while
the dev scores were similar.
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High Probability Low Probability
Model Size PPL ∆ PPL ∆

BERT base 2.5 11.2
large 2.4 -4.0% 9.5 -15.1%

RoBERTa base 2.4 14.1
large 2.2 -8.3% 9.4 -33.3%

Table 2: The difference between the perplexity of pre-
trained models sizes on probable and improbable sen-
tences. On the probable sentences perplexity differences
are marginal while on the improbable sentences differ-
ences are worse. Full results provided in Appendix F.

et al. (2020) show that larger models generalize
better on challenging datasets by learning from
a low probability sub-population of the training
data (where the heuristics do not hold)5. How-
ever, it remains unclear if the capability to learn
from improbable sub-populations, pre-exists from
pre-training or emerges at fine-tuning. We specu-
late that this capability has its source in the pre-
trained model.In the following experiment, we try
and demonstrate that the larger pre-trained models
are indeed better at generalization. We show that
larger pre-trained models perform better on improb-
able sub-populations of the pre-training data, while
having a similar performance as smaller models
on the probable population. To approximate the
distribution of the pre-training texts, we use an
LM ensemble, and sort 3000 unseen sentences by
their probability assigned by the ensemble. Doing
so, we observe that larger LMs achieve consider-
ably better perplexity on the improbable sentences,
compared to the small models (15-33% relative
improvement), while having comparable perplex-
ity on the probable sentences (4-8% improvement).
We provide more details and the full results in Ap-
pendix E. One possible explanation is that the larger
models have higher memorization capacity (Tiru-
mala et al., 2022) that can be helpful for learning
from large variety of improbable sub-populations
(Feldman, 2020). This pre-training skill can be
utilized for generalizing from improbable groups,
such as the examples where the heuristic does not
hold, later in training6.

5Less then 0.1% of the training data (McCoy et al., 2019)
6Additionally, the link between the perplexity and the skill

of learning from improbable data populations, might explain
why models with better perplexity (such as RoBERTa in com-
parison to BERT of the same size, when PPL compared prop-
erly (Dudy and Bedrick, 2020)) tend to have lower HEUR
scores (Table 4).

5 Conclusions and Discussion

We show that (1) larger pre-trained models are
less prone to make use of lexical overlap heuris-
tics in fine-tuning; and (2) longer fine-tuning may
reduce the use of such heuristics. These find-
ings raise questions on the training dynamics of
fine-tuned LMs (Saphra and Lopez, 2019; Chiang
et al., 2020), which should be explored in future
work: What kind of inductive biases does large
models posses towards better generalization abili-
ties? What makes them adopt and abandon overlap
heuristics with minimal signal from the training
data? We suggest that larger models are better at
learning from improbable groups in the data due to
their larger capacity. To support this claim we show
that larger PLMs achieve better perplexity mainly
in less probable sentences. Our work is the first
to suggest that sufficiently-trained large PLMs are
capable at arriving at solutions that are not wrongly
reliant on lexical overlap. Such models should be
used as baselines when developing techniques to
alleviate the reliance of lexical heuristics (He et al.,
2019; Utama et al., 2020; Moosavi et al., 2020) and
assessing progress (Bowman, 2022).

6 Limitations

This work focuses solely on the effect of the lex-
ical overlap heuristic and how models adopt and
abandon it. As such, we study in depth this heuris-
tic and its source of origin, but we cannot make
broader claims on the quality of larger models and
longer training, in general. More research is needed
to study the effect of these models in other sce-
narios and heuristics to gain better understanding
of their capabilities. Additionally, this work was
mostly conducted two years ahead of publication,
and while the size of the models and the length
of training seemed to be enough back then, by to-
day’s standards they could be enlarged. Finally,
like other empirical works in this field, this work
makes broad claims over a large population (the
possible space of all pre-trained language models)
based on observation of a small sample from it. As
with other works in this field, we do believe our
conclusions to be useful despite the small-sample
issue.
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A Further Details on ALSQA

Lexical Overlap We consider three distinct
classes of lexical overlap: High, Medium, and
Low. We measure it as the overlap coefficient (Vi-
jaymeena and Kavitha, 2016) between the bag of
lematized7 content words of two sentences. We
define content words as words that are not named
entities determiners or question words. We de-
fine lexical overlap coefficient higher than 0.85 as
High, lower or equal to 0.85 and higher than 0.4 as
Medium, and lower or equal than 0.4 as Low.

Collection Process To build the dataset, we
sampled questions from the development set of
SQuAD2.0 and calculated the lexical overlap level
with their corresponding passages: High, Medium
or Low. In unanswerable questions we considered
the overlap between the question and the whole
passage. In answerable questions we considered
the lexical overlap between the question and the
sentences containing the answer, in addition to one
sentence before and after. We then filtered out high
and medium overlap questions. Given a low over-
lap question, answer and a passage, the annotators
were asked to rewrite the question such that (1)
it will maintain its meaning in the context of the
passage; (2) it will fit the High overlap class. We
had an interactive lexical overlap validator to verify
the paraphrased question indeed have high over-
lap. We also highlighted the overlapping and non-
overlapping words in the question for facilitating
the annotation procedure. In case the annotators
did not manage to rewrite questions that satisfy
the requirements they could provide an explana-
tion and skip the question. Only less than 10% of
the questions were skipped by annotators, and we
removed these questions from the final dataset.

Annotators Preparation Following Roit et al.
(2020); Pyatkin et al. (2020), we trained 8 annota-
tors on a small amount of examples and gave them
detailed feedback on their annotations. Then, we
tested them on another small batch and proceeded
with the dataset collection process only with anno-
tators with high success rates on the test (5 annota-
tors in total). Finally we added the annotations of
an annotator to the final dataset only if we manu-
ally approved 95% of the annotations in 25% of the
annotator work. We paid 0.4$ for each annotation
including the ones we rejected.

7based on spaCy (Honnibal et al., 2020).
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Figure 5: A screenshot of the annotation interface used for collecting ALSQA. Verification process was employed
to assist the annotators. The content words are identified both in the question and the passage, and are highlighted in
blue after the annotator press the ‘verify’ button.

B Additional ALSQA Examples

In this section, we give a few more examples from
the ALSQA dataset. Each example contains the
original SQuAD2.0 context paragraph, a human
generated question with high overlap with this para-
graph, and the SQuAD2.0 answer for the question
if it exists.

Example 1
Context
To the east is the Colorado Desert and the
Colorado River at the border with Arizona, and
the Mojave Desert at the border with the state
of Nevada. To the south is the Mexico–United
States border.

Question
What is at the south border with Arizona?
Answer
None

Example 2
Context
To the east is the Colorado Desert and the
Colorado River at the border with Arizona, and
the Mojave Desert at the border with the state
of Nevada. To the south is the Mexico–United
States border.

Question
What borders with the state of Nevada?
Answer
Mojave Desert

Example 3
Context
The San Bernardino-Riverside area maintains
the business districts of Downtown San
Bernardino, Hospitality Business/Financial
Centre, University Town which are in San
Bernardino and Downtown Riverside.

Question
What area maintains the districts University
Town and business districts downtown?

Answer
Riverside
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Example 4
Context
College sports are also popular in southern
California. The UCLA Bruins and the USC
Trojans both field teams in NCAA Division I in
the Pac-12 Conference, and there is a longtime
rivalry between the schools.

Question
The field teams from southern California were
both from schools in sports in which NCAA
group?

Answer
Division I

Example 5
Context
Even before the Norman Conquest of England,
the Normans had come into contact with
Wales. Edward the Confessor had set up the
aforementioned Ralph as earl of Hereford
and charged him with defending the Marches
and warring with the Welsh. In these original
ventures, the Normans failed to make any
headway into Wales.

Question
Who made Edward the Confessor into an Earl?

Answer
None

Example 6
Context
The further decline of Byzantine state-of-affairs
paved the road to a third attack in 1185, when
a large Norman army invaded Dyrrachium,
owing to the betrayal of high Byzantine officials.
Some time later, Dyrrachium—one of the most
important naval bases of the Adriatic—fell
again to Byzantine hands.

Question
What one of the most important naval bases of
the Adriatic-fell to the Normans?

Answer
None

C Training Details And Reproducibility

The finetuning was done using PyTorch fine-
tuning code can be found on huggingface’s
transforemers (Wolf et al., 2020) github repository.
For QQP and MNLI we used the following
code: https://github.com/huggingface/
transformers/blob/main/examples/pytorch/
text-classification/run_glue.py and
for SQuAD2.0: https://github.com/
huggingface/transformers/blob/main/
examples/pytorch/question-answering/run_
qa.py. All experiments were run on 4 Nvidia
GeForce RTX GPUs, and the training times
varied from 10 GPU hours for the large models
to 20 minutes for the tiny models. The hyper
parameter selection procedure was done according
to the finetuning protocol described in Liu et al.
(2019). The hyper parameters8 and huggingface’s
datasets paths are described in Table 3. The
specifications of the different transformers model
sizes mentioned in this paper, including their
number of parameters are provided in Table 4.

D Datsets Details

The standard datasets for each task, as well
as HANS, were taken from the hugging-
face’s dataset library. PAWS-QQP was gen-
erated by the code in https://github.com/
google-research-datasets/paws.

Sizes of the Different Datasets The details about
the sizes of different datasets mentioned in this
work can be found in Table 5.

E On the Source of Generalization:
Elaboration

To approximate the distribution of the pre-training
texts, we use a language models ensemble from
different sizes. We use an ensemble to reduce the
affect of the size of a single language model when
computing sentence probabilities. In practice, we
average the probabilities assigned by gpt2-large,
gpt2-medium and gpt2-base. Using the probabili-
ties assigned by the models ensemble we sort 3000
unseen sentences. The sampled sentences were
not part of the models’ training data, yet come
from a similar distribution. In practice, we use
the 1000 newest Wikipedia articles from the 15
June 2022 dump (the oldest article was created

8when using two learning rates the first learning rate used
with seed 1-3 and the second 4-6.
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checkpoint dataset scheduler warmup pr batch lr epochs seeds

prajjwal1/bert-tiny glue/mnli linear 0.06 32 2e-5,3e-5 6 [1,...,6]
prajjwal1/bert-mini glue/mnli linear 0.06 32 2e-5,3e-5 6 [1,...,6]
prajjwal1/bert-medium glue/mnli linear 0.06 32 2e-5,3e-5 6 [1,...,6]
bert-base-uncased glue/mnli linear 0.06 32 2e-5,3e-5 6 [1,...,6]
bert-large-uncased glue/mnli linear 0.06 32 2e-5,3e-5 6 [1,...,6]

roberta-base glue/mnli linear 0.06 32 2e-5,3e-5 6 [1,...,6]
roberta-large glue/mnli linear 0.06 32 2e-5,3e-5 6 [1,...,6]

roberta-base glue/qqp linear 0.06 32 2e-5,3e-5 6 [1,...,6]
roberta-large glue/qqp linear 0.06 32 2e-5,3e-5 6 [1,...,6]

electra-small glue/qqp linear 0.0 32 2e-5 6 [1,...,6]
electra-base glue/qqp linear 0.0 32 2e-5 6 [1,...,6]
electra-large glue/qqp linear 0.0 32 2e-5 6 [1,...,6]

roberta-base squad_v2 linear 0.06 32 2e-5,3e-5 6 [1,...,6]
roberta-large squad_v2 linear 0.06 32 2e-5,3e-5 6 [1,...,6]

electra-small squad_v2 linear 0.0 32 2e-5 6 [1,...,6]
electra-base squad_v2 linear 0.0 32 2e-5 6 [1,...,6]
electra-large squad_v2 linear 0.0 32 2e-5 6 [1,...,6]

Table 3: All the hyper-parameters used in this work for fine-tuning the different models. Checkpoint is the
hugginface hub identifier of the model.

Model # Layers Hidden Dim # Parameters

Tiny 2 128 4M
Mini 4 256 11M
Medium 8 512 41.M
Small 12 256 14M
Base 12 768 110M
Large 24 1024 355M

Table 4: Specifications of the different transformers
model sizes mentioned in this paper, including their
number of parameters.

Dataset Train-Size Dev-Size ✓

MNLI 392,702 9,815
HANS-Overlap 10,000 10,000 50%

QQP 363,846 40,430
PAWS-QQP 11,988 677 28.2%

SQuAD2.0 130,319 11,873
ALSQA - 365 50%

Table 5: Details about the sizes of different datasets
mentioned in this work. The percentage of positive
labeled examples in each testing dev-set presented under
the column titled with ’✓’.

in the 13st of June 2022, well ahead the model’s
training time). We then take the 20% of sentences
with the highest probability assigned by the lan-
guage model ensemble, and mark them as prob-
able sentences and the lowest 20% as improba-

Probable Improbable
Model Size PPL ∆ PPL ∆

BERT tiny 13.9 75.6
mini 5.6 -59.7% 31.7 58.0%
med 3.2 -42.8% 16.0 49.5%
base 2.5 -21.8% 11.2 30.0%
large 2.4 -4.0% 9.5 15.1%

RoBERTa base 2.4 14.1
large 2.2 -8.3% 9.4 33.3%

rarity 21.3 161.9

Table 6: The difference between the perplexity of pre-
trained models on probable and improbable sentences.
The relative improvement of every model size on top of
its between the perplexity of every model It can be seen
that while the differences in perplexity between sizes of
models are more then 3 times larger in rare sentences.

ble. Then, we test the average perplexity that the
different BERT and RoBERTa models assign to
each group. Since these are MLM-based mod-
els, we compute the perplexity as defined by (De-
vlin et al., 2019), and later refered as pseudo per-
plexity (Salazar et al., 2020) and calculated as ex-
ponent of the pseudo log likelihood (Wang and
Cho, 2019). For a sentence W = w1, ..., wn and
Pmlm(W )i (the probability for word i in a sen-
tence to be wi when unmasked by model Pmlm) the
pseudo log likelihood is defined to be: PLL(W ) =∑n

i=1 log(Pmlm(W )i). The corresponding per-
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plexity is PPL(W ) = exp(PLL(W ))
The full results for the experiment are presented

in Table 6.

F Additional Results

In this section we describe additional results com-
plementing the results described in the paper. The
results support the claims made in the main paper
by supplying evident for the existence of the same
trends in more model size variants and settings.

F.1 Text Pair Classification
Additionally to results presented in the main paper,
we also report the full HEUR results on the five
BERT models we consider (large, base, medium,
mini and tiny), across epochs on HANS in Figure 4.
All models start with relativly high HEUR scores
but during training HEUR scores gets better grad-
ually. Additionally larger models tend to achive
much better HEUR scores along training process.
more results are presented in Table 7. Additionally
the results of the models trained with span predic-
tion objective show the same trend (Table 8) Notice
that in some experiments the HEUR does not go
down, for example RoBERTa in the span setings
and ELECTRA large in the binary settings. If we
look closely on those cases we can see that there is
earlier stage where the HEUR was lower but the de-
velopment set performance was not much lower. In
ELECTRA large in the middle of the first iteration
the development set results are 1.1 points lower
than the early stage achieving high result of 89.2
and from this point to the end of training the HEUR
goes down by 3.7 points. this might indicate that
the models may adopt the heuristic at very early
stage than abounded it later on.

F.2 Span Prediction Objective
In this section we supply additional details about
the answerability accuracy results of the models
trained with the standard span prediction training
on SQuAD2.0. The results on both the dev set
and ALSQA test set are provided in Table 8. We
can see for example that ELECTRA-base has even
higher dev set accuracy than ELECTRA-large, but
the HEUR score of the larger model is much lower,
indicating this model is less likely to use the lexical
overlap heuristic. Comparison between the accu-
racy of ELECTRA early of different sizes on the
consistent and inconsistent subsets of the data is
visualized in Figure 3.

Model-Stage Size Dev↑ ✓↑ ✗↑ HEUR↓ ∆

NLI

BERT early tiny 64.0 99.9 0.2 99.7
mini 71.8 95.1 3.8 91.3
med 79.0 84.6 13.4 71.2
base 83.8 97.3 3.6 93.7
large 84.9 91.1 27.6 63.5

BERT late tiny 68.6 97.6 2.7 94.9 -4.8
mini 76.0 63.7 35.3 28.4 -42.8
med 81.0 70.8 33.7 37.1 -54.2
base 84.5 62.0 43.5 18.5 -75.2
large 85.8 82.6 68.0 14.6 -48.9

RoBERTa early base 85.9 99.4 9.7 89.7
large 87.8 99.8 81.4 18.4

RoBERTa late base 87.1 98.0 76.8 21.2 -68.5
large 89.3 99.6 92.4 4.2 -14.2

Paraphrase

RoBERTa early base 89.4 93.7 9.3 84.4
large 89.1 95.0 19.0 76.0

RoBERTa late base 91.6 90.1 21.9 68.2 -16.2
large 91.9 94.8 23.9 70.9 -5.1

ELECTRA early small 87.7 93.2 6.2 87.0
base 90.0 89.3 17.5 71.8
large 90.8 98.4 23.9 74.5

ELECTRA late small 90.1 91.6 10.6 81.0 -6.0
base 91.8 89.5 35.1 54.4 -17.4
large 92.5 93.7 42.0 51.7 -22.8

Answerability

ELECTRA early small 72.3 89.5 31.4 58.1
base 83.5 90.8 53.7 37.1
large 90.3 89.5 71.4 18.1

ELECTRA late small 72.9 89.7 32.6 57.1 -1.0
base 83.5 90.5 54.6 35.9 -1.2
large 91.0 91.1 72.3 18.8 0.7

Table 7: Results on all tasks considered in this study.
We include both the dev-set results on the in-domain
dataset (Dev), and the HEUR columns are reported on
the high lexical overlap diagnostic sets. ✓ refers to the
subset that is consistent with the heuristic whereas ✗
refers to the subset that is inconsistent with it.

Model-Stage Size Dev↑ ✓↑ ✗↑ HEUR↓ ∆

ELECTRA early small 70.5 86.6 44.0 42.0
base 82.7 92.3 55.7 36.6
large 89.3 91.0 70.6 20.4

ELECTRA late small 76.4 82.0 56.0 26.0 -16.0
base 85.1 91.5 60.3 31.2 -5.4
large 91.6 89.4 77.7 11.7 -8.7

RoBERTa early base 84.8 86.3 67.4 18.9
large 88.8 86.6 75.4 11.2

RoBERTa late base 86.2 87.1 66.9 20.2 1.3
large 90.2 88.7 74.9 13.8 2.6

Table 8: Answerability results on ALSQA for models
trained on SQuAD2.0 in span based finetuning. See
Table 1 for the columns descriptions.
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