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Abstract

Abstractive dialogue summarization has re-
cently been receiving more attention. We pro-
pose a coarse-to-fine model for generating ab-
stractive dialogue summaries, and introduce
a fact-aware reinforcement learning (RL) ob-
jective that improves the fact consistency be-
tween the dialogue and the generated summary.
Initially, the model generates the predicate-
argument spans of the dialogue, and then gener-
ates the final summary through a fact-aware RL
objective. Extensive experiments and analysis
on two benchmark datasets demonstrate that
our proposed method effectively improves the
quality of the generated summary, especially in
coherence and consistency.

1 Introduction

With the prevalence of dialogue texts, new chal-
lenges have arisen for abstractive dialogue sum-
marization (Zechner, 2001). Dialogue are often
informal and backchanneling, with the salient in-
formation and speaker interactions scattered across
the whole chat (Chen and Yang, 2020; Liu et al.,
2019). However, existing methods (Goo and Chen,
2018; Wu et al., 2021) struggle to maintain fac-
tual consistency between dialogue and summary,
mainly due to the failure of capturing interactions
between plot points.

As a result, we propose an abstractive dialogue
summarization model that decomposes the problem
into a two-step coarse-to-fine generation problem
(Figure 1). We first generate a series of predicate-
argument spans as content plan. We use semantic
role labeling (SRL), which focuses on modeling
the skeleton of a sentence, to generate predicate-
argument spans. It provides a weakly supervised
signal and is easier for the model to learn dependen-
cies across events. We then feed both the dialogue
and content plan to the dual-encoder model, and
train it with the fact regularization objective.

∗∗ Corresponding authors

Figure 1: An example of SAMSum. We generate se-
quences of predicates and arguments first. To focus on
the main structure, we retain only core arguments in the
SRL decomposition. Then, a summary is generated by
predicate-argument span concatenation.

We evaluate the proposed model on two bench-
marks: (i) SAMSum corpus (Gliwa et al., 2019),
which is a large-scale chat summarization corpus,
and (ii) DialogSum corpus (Chen et al., 2021),
which is a real-life scenario dialogue summa-
rization dataset. By comparison to previous ap-
proaches, our model provides a better generation
quality judgment both by humans and by automatic
evaluations. Furthermore, the results show that
the outputs of our model are highly consistent and
coherent.

In summary, we make the following contribu-
tions in this paper: (i)We explore the helpfulness
of SRL-based content plan for abstractive dialogue
summarization. (ii) We propose a novel training
process with fact regularization, which incorpo-
rates the information of predicate-argument span.
(iii) Experimental results show that our method
outperforms several strong baselines. According

3408



Figure 2: Illustration of proposed model. Given a dia-
logue, a SRL sequence (predicate-argument spans) is
first generated by the content plan generator. The sum-
mary generator then takes the dialogue and the SRL
sequence as input to generate the summary.

to a comprehensive case study and human evalua-
tion, our model can achieve a more coherent and
consistent summary.

2 Methodology

2.1 Overview and Notations
We formalize the problem of dialogue summa-
rization as follows. Given a dialogue X =
(x1, x2, · · · , xN ), where N is the total number of
words in the dialogue. The dialogue is coupled with
its corresponding summary Y = (y1, y2, · · · , yM )
in the length of M .

We implement the Transformer model (Vaswani
et al., 2017) initialized with BART as our backbone
architecture. As illustrated in Figure 2, our model
consists of a content plan generator and a summary
generator.

2.2 Content Plan Generator
Our content plan generator is based on the stan-
dard Transformer model (Vaswani et al., 2017; Wei
et al., 2013), which aims to generate sequences of
SRL decomposition. SRL identifies predicates
and argument in sentences and the SRL decom-
position retains only the core arguments in order to
focus on the main semantic structure.

We obtain the gold SRL decomposition of the
summary by an off-the-shelf semantic role labeler,
and separate predicate-argument span with delim-
iter tokens. We place the predicate verb between
arguments without additional signals.

Given the dialogue X and the gold content plan
Z, the learning objective of the generator is defined
as

LCG = − log
∑

D
p(Z|X) (1)

where D denotes the training set.

2.3 Summary Generator
Our summary generator is also built on a
Transformer-based model (Dou et al., 2021) which
consists of a parameter sharing dual-encoder and
hierarchical attending decoder.

Given the dialogue X , the content plan Z, and
the reference summary Y , the learning objective of
the summary generator is defined as

LLM = − log
∑

D
p(Y |X,Z)p(Z|X) (2)

However, the marginalization over p(Z|X) is in
general intractable. Instead, following (Fan et al.,
2019), we minimize a variational upper bound of
the loss by constructing a deterministic posterior
q(Z|Y ) = 1Z=Z∗ , where Z∗ can be given by run-
ning an off-the-shelf semantic role labeler on sum-
mary Y . As a result, we optimize the following
loss:

Z∗ = argmax
Z

p(Z|X) (3)

LLM ≤ − log p(Y |X,Z∗)− log p(Z∗) (4)

Therefore, the model can be trained separately
for p(Z∗) and p(Y |X,Z∗).

2.4 Fact-aware Training
To encourage the model to consider the factual
consistency of the sampled SRL sequences, we
incorporate reinforcement learning into our training
process.

Given the dialogue X and the content plan Z,
the summary generator first samples an generated
summary Y ′ = (y′1, · · · , y′|Y ′|) which contains |Y ′|
words. We then update the summary generator’s
parameters θ as follows:

LRL = −Ey′∼pθ(X,Z)S(Y,Z)

= −S(Y, Z)

|Y ′|∑

i=1

log p(Y |X,Z)
(5)

The reward function S(Y,Z) measures the struc-
ture of the sampled summary Y ′ against the refer-
ence summary Y , and its extracted SRL sequence
Z ′ against the input content plan Z. We calculate
the reward function S(Y,Z) as follows:

S(Y, Z) = R(Y, Y ′) +R′(Z,Z ′) (6)

where R(·, ·) is the ROUGE score (Lin, 2004).
R′(·, ·) is the improved ROUGE score of predicate-
argument span, where recall is defined as how
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many gold triplets are covered by the extracted
fact triplets from generated summary and precision
is how many extracted triplets are matched with
gold fact triplets. We regard two fact triplets as
matched if they contain at least two overlapping
components.

For the summary generator, we first train it
with LLM , and then incorporate the fact-aware
RL objective to further train the generator with
LLM + LRL.

3 Experiments

3.1 Datasets

We train and evaluate our models on a conversa-
tion summarization dataset SAMSum (Gliwa et al.,
2019) and a real-life scenario dialogue summariza-
tion corpus DialogSum (Chen et al., 2021). We
label these datasets with an off-the-shelf seman-
tic role labeler1, which achieves very competitive
results for SRL.

3.2 Implementation Details

Our implementation is based on the Fairseq2. For
content plan generator, we use the BART-large pa-
rameter to initialize. For summary generator, fol-
lowing (Dou et al., 2021), the top layer is initialized
with pretrained parameters, but the dual-encoder
are separately trained. During decoding, the first
cross-attention block is randomly initialized, while
the second cross-attention block is initialized with
pretrained parameters.

3.3 Metrics and Baselines

We evaluate all the models with the widely used au-
tomatic metric, ROUGE F1 scores (Lin, 2004), and
report ROUGE-1 (unigram), ROUGE-2 (bigram)
and ROUGE-L (longest common subsequence)
scores. It measures overlapping between the gen-
erated summary and the reference summary. We
utilize Py-rouge3 package for evaluation.

We compare our methods with several base-
lines: Lead-3 is an extractive baseline that con-
catenates the first-3 utterances of each dialogue.
PGN (See et al., 2017) is an RNN-based abstrac-
tive model with an attention mechanism that en-
ables the system copy words from source text via
pointer generator. Fast-Abs (Chen and Bansal,

1https://github.com/allenai/allennlp
2https://github.com/facebookresearch/fairseq
3https://pypi.org/project/py-rouge/

Model R-1 R-2 R-L
Lead-3∗ 32.46 10.27 29.92
PGN (See et al., 2017)∗ 40.09 15.28 36.63
Fast-Abs (Chen and Bansal, 2018)⋆ 42.00 18.10 39.20
Transformer (Vaswani et al., 2017)∗ 36.62 11.18 33.06
TGDGA (Zhao et al., 2020)∗ 43.11 19.15 40.49
MV-BART (Chen and Yang, 2020)∗ 53.42‡ 27.98‡ 49.97
CODS (Wu et al., 2021)⋆ 52.65 27.84 50.79‡

BART (Lewis et al., 2020) 51.70 26.75 48.57
Ours 53.96† 28.35† 50.83†

Table 1: Test set results on the SAMSum dataset. ∗
and ⋆ denote the results from (Feng et al., 2021) and
(Wu et al., 2021) respectively. "R" indicates the short of
ROUGE. † and ‡ represent the first-ranked and second-
ranked results respectively.

2018) is an reinforcement learning method that uti-
lizes policy gradient to connect sentence selection
and summary generation. Transformer (Vaswani
et al., 2017) is a randomly initialized sequence-to-
sequence method based on full self-attention opera-
tions. TGDGA (Zhao et al., 2020) uses topic words
and models graph structures for dialogues. MV-
BART (Chen and Yang, 2020) is a BART-based
method that incorporates topic and state informa-
tion. CODS (Wu et al., 2021) uses pronoun cate-
gories and key phrase extracted by a constituency
parser as a weakly supervised signal.

3.4 Automatic Evaluation

The results on SAMSum are shown in Table 1.
It is shown that Lead-3 is less suitable for dia-
logue summarization. Compared to PGN, utiliz-
ing semantic structures to accommodate dialogue
(TGDGA) slightly increases ROUGE scores. It
indicates that adding additional information, such
as semantic information and dialogue structures,
can be of great help in generating summaries.
Fast-Abs utilizes policy gradient, which is opti-
mized by the token-level objective, gains notice-
able improvement compared to PGN. When using
a pretrained transformer-based model, all ROUGE
scores improve significantly and achieve over 10
points improvement on the ROUGE-1 score, which
demonstrates the superiority of pretrained methods.
CODS achieves higher ROUGE score compared
with other models. Our model gains an improve-
ment of ROUGE scores compared with other meth-
ods, which verifies the effectiveness of the pro-
posed architecture for the dialogue summarization
task.

We also report the performance of our model
on DialogSum dataset in Table 2. This shows that
the use of semantic roles in our methods has good
generalizability across different datasets.
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Model R-1 R-2 R-L
Transformer (Vaswani et al., 2017) 34.78 8.06 32.37
BART (Lewis et al., 2020) 46.11 20.03 43.52
Ours 48.76 22.34 45.49

Table 2: Test set results on the DialogSum dataset.

Model Consistency Informativeness Coherence
CODS 3.70 3.62 3.78
BART 3.61 3.59 3.73
Ours 3.82 3.67 3.85
w/o CG 3.79 3.65 3.81
w/o RL 3.74 3.64 3.83

Table 3: Human evaluation on SAMSum. The ratings
are on a Likert scale of 1(worst) to 5(best).

3.5 Human Evaluation
We conducted human evaluation to qualitatively
evaluate the generated summaries. We focus on
three aspects: consistency, informativeness, and
coherence. The indicators measure the semantic
consistency to the input dialogue text, the salient
points covered by the summary and the coherence
of the summary respectively. We sample 100 in-
stances from the SAMSum test set and employ
four graduate students to rate each summary. Two
human judgments are obtained for every sample
and the final scores are averaged across different
judges.

As shown in Table 3, using semantic role infor-
mation as content plan performs better than the
baselines. The consistency score of our model
gains an improvement and it shows the use of fact-
aware RL training process can improve semantic
consistency and reduce factual errors in the gener-
ated summary.

3.6 Ablation Study
As shown in Table 4, we conducted an ablation
study on the SAMSum dataset to evaluate the im-
portance of each component of our model. By
comparing models with and without the content
plan generator (CG), we observe that content plan
is an effective guiding signal that leads to better
results. By comparing the models trained with and
without RL, we see that training with our proposed
RL objective consistently improves the model per-
formance. The reward function in Eq.(5) helps to
improve the model’s adherence to the content plan.

3.7 Case Study
Table 5 shows summaries generated by different
models for an example dialogue in the SAMSum
dataset. We can see that our model can generate bet-
ter summary which is more related to the dialogue

CG RL R-1 R-2 R-L
✓ ✓ 53.96 28.35 50.83
✓ × 52.84 27.95 49.71
× ✓ 52.46 27.69 49.35
× × 51.70 26.75 48.57

Table 4: Ablation Studies on the SAMSum dataset.

Riley : Chloe is on tv!!
James : on which channel?
James : never mind i’ve found it
James : what is she doing? i don’t get it
Riley : this is a programme in which women undergo a complete metamor-
phosis.
Riley : OMG she looks drop dead gorgeous!
BART
Chloe is on TV. James doesn’t get it.
Ours
Content Plan. Chloe is on TV, Chloe looks drop dead gorgeous, women
undergo metamorphosis.
Generated Summary. Riley and James are surprised by Chloe’s appear-
ance on a TV programme.
Reference
Gold Content Plan. Riley and James watch Chole, undergoing a metamor-
phosis.
Gold Summary. Riley and James watch Chloe on tv undergoing a meta-
morphosis.

(a)
Frederick : do You like your new next door neighbors ?
Frederick : they seemed really cool yesterday when we ran into them
Ricky : they’re nice people but they’re incredibly noise
Ricky : they also have parakeet that wouldn’t stop squawking all night long
hahaha
Frederick : sucks to be you
BART
Frederick and Ricky have a new next door neighbors . Ricky doesn’t like
them because of their noise .
Ours
Content Plan. Frederick and Ricky met their new neighbours, their neigh-
bors are nice but noisy, a parakeet squawking.
Generated Summary. Frederick and Ricky don’t like their new next door
neighbors because of their noise and parakeet .
Reference
Gold Content Plan. Ricky’s new neighbour are nice but loud, a parakeet
makes a log of noise.
Gold Summary. Ricky’s new neighbours are nice but loud . They own a
parakeet that makes a lot of noise throughout the night.

(b)

Table 5: Sample summaries for SAMSum.

and gains higher factual consistency. For the ex-
ample (a), we can see that the generated summary
shows the correct sentiment and content, although
ROUGE scores may not be high. For the exam-
ple (b), it is shown that our model grasp important
information - "parakeet".

4 Conclusion and Future Work

In this paper, we explore the helpfulness of
SRL-based content plan composed of predicate-
argument spans and propose a fact-aware RL train-
ing process for the dialogue summarization task.
We observe that the use of semantic roles can im-
prove the performance of the BART architecture.
In the future, we plan to directly integrate semantic
role information into other pretrained large genera-
tive models like GPT-3 and T5 to further improve
the performance.
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Limitations

There are several limitations of our proposed
method:

• The method is in pipeline way that requires
to generate content plan first. Compared with
end-to-end method, it requires more tedious
steps. It is worthwhile to explore more ap-
propriate end-to-end methods for abstractive
dialogue summarization.

• The method depends on the effect of the se-
mantic role labeler. Using methods that do
not rely on a solid labeler is also a direction
worth exploring.
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