PseudoReasoner: Leveraging Pseudo Labels
for Commonsense Knowledge Base Population

Tianqing Fang', Quyet V. Do!, Hongming Zhang?, Yangqiu Song!
Ginny Y. Wong?, Simon See?,
'Department of Computer Science and Engineering, HKUST, Hong Kong SAR
2Tencent Al Lab, Bellevue, USA
SNVIDIA Al Technology Center (NVAITC), NVIDIA, Santa Clara, USA

{tfangaa, wvgdo,

ygsong}@cse.ust.hk
hongmzhang@global.tencent.com, {gwong,

sseel@nvidia.com

Abstract

CSKB

(Labeled)

(
.. medicine

ASER Candidates

Commonsense Knowledge Base (CSKB) Pop-
ulation aims at reasoning over unseen entities
and assertions on CSKBs, and is an important
yet hard commonsense reasoning task. One
challenge is that it requires out-of-domain gen-
eralization ability as the source CSKB for train-
ing is of a relatively smaller scale (1M) while
the whole candidate space for population is
way larger (200M). We propose PseudoRea-
soner, a semi-supervised learning framework
for CSKB population that uses a teacher model
pre-trained on CSKBs to provide pseudo la-
bels on the unlabeled candidate dataset for a
student model to learn from. The teacher can
be a generative model rather than restricted
to discriminative models as previous works.
In addition, we design a new filtering pro-
cedure for pseudo labels based on influence
function and the student model’s prediction
to further improve the performance. The
framework can improve the backbone model
KG-BERT (RoBERTa-large) by 3.3 points on
the overall performance and especially, 5.3
points on the out-of-domain performance, and
achieves the state-of-the-art. Codes and data
are available at https://github.com/
HKUST-KnowComp/PseudoReasoner.

1 Introduction

Commonsense knowledge are the common agree-
ments by most people on daily entities, which are
crucial for intelligent systems to act sensibly in
the real world (Davis, 1990; Liu and Singh, 2004).
Endowing natural language understanding systems
with the ability to draw commonsense reasoning
remains an important yet challenging task.
Throughout the development of automated com-
monsense understanding, CommonSense Knowl-
edge Base (CSKB) is an important form of au-
tomatic commonsense reasoning system to store
knowledge sources for drawing inferences. With
expert-curated relations and human annotations,
CSKBs such as ConceptNet (Liu and Singh, 2004),
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Figure 1: An example of CSKB Population. The

part (left) and the blue part (right) respectively represent
the labeled CSKBs and the unlabeled candidate pool.
The entities in the overlap parts are marked with coral
shape and blue outline. The reasoning within the CSKB
(coral-outlined boxes) belongs to the CSKB Completion
part, and the reasoning that are not limited within the
domain of CSKBs belongs to CSKB Population.

ATOMIC (Sap et al., 2019; Hwang et al., 2021),
and GLUCOSE (Mostafazadeh et al., 2020) are
developed to study commonsense regarding prop-
erties of objects, causes and effects of events and
activities, motivations and emotional trajectories
of humans on certain circumstances, and so on.
As those human-annotated CSKBs are sparse and
usually of a small scale and coverage, reasoning
tasks on CSKB such as CSKB Completion (Li et al.,
2016; Saito et al., 2018; Malaviya et al., 2020) and
CSKB Population (Fang et al., 2021b,a) are defined
with the goal of either adding new edges/assertions
within the training knowledge base (CSKB Comple-
tion), or adding new edges/assertions from outside
of CSKBs (CSKB Population). A visualized com-
parison between the two tasks is shown in Figure 1.

Different from CSKB Completion, which adopts
a close-world assumption and assume all knowl-
edge are in-domain, the population task deals
with unseen entities and requires a more out-of-
distribution reasoning ability. In this paper, we
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study commonsense reasoning in the context of
CSKB Population. In this task, four mainstream
CSKBs, ConceptNet, ATOMIC, ATOMIC3), and
GLUCOSE are aligned together as the labeled
dataset. ASER (Zhang et al., 2022), a large-scale
eventuality (events, activities, and states) knowl-
edge graph is aligned with CSKBs and serves
as unlabeled candidates for populating common-
sense knowledge. Human annotations on held-out
devi/test sets sampled from both CSKBs and ASER
are provided as the evaluation set.

There are two major challenges remaining un-
solved for CSKB Population. First, the scale of
the annotated training set (ConceptNet, ATOMIC,
and GLUCOSE) is approximately 1M samples, too
small compared with 200M of the actual candidate
space to perform population (ASER). Second, as
inherently only ground-truth (positive) examples
are provided by CSKBs, the randomly sampled
negative examples in the task are less informative
and may lead the model to overfit artifacts of the
dataset. A supervised learning model finetuned on
such annotated training set is hard to be general-
ized to out-of-domain knowledge space, as shown
in Fang et al. (2021a) and also Table 3 in our pa-
per, where the AUC for out-of-domain test sets
performs over 10 points worse than the in-domain
part.

To address the above challenges, we pro-
pose PseudoReasoner, a semi-supervised learning
framework that uses a pre-trained commonsense
teacher model to automatically label the unlabeled
candidates to serve as pseudo labels, such that the
student model can be further finetuned with pseudo
labels to improve out-of-domain commonsense rea-
soning ability. In fact, pre-trained language models
finetuned on commonsense knowledge bases have
shown to perform generalizable commonsense rea-
soning on downstream tasks to some extent. For
example, leveraging commonsense knowledge gen-
erated by COMET (Bosselut et al., 2019), a lan-
guage model finetuned on ATOMIC, can improve
the performance on commonsense QA (Yang et al.,
2020; Shwartz et al., 2020; Bosselut et al., 2021).
Different from the text generation paradigm as in
previous works, here we leverage the commonsense
language model as a teacher model for labeling
unlabeled candidates. To further improve the qual-
ity of pseudo labels, we use both influence func-
tion (Koh and Liang, 2017) and the student model’s
prediction to select highly confident pseudo exam-

ples.
Our contribution is three-fold:

1) We introduce a new way of providing pseudo
label for CSKB Population by leveraging gener-
ative commonsense language models.

2) We propose a semi-supervised learning frame-
work with pseudo labels and a special filtering
mechanism based on influence function and stu-
dent model’s prediction that significantly im-
prove the performance of CSKB Population,
especially for out-of-domain knowledge triples.

3) We demonstrate the effectiveness of our frame-
work by extensive experiments on different
backbone models and different semi-supervised
learning methods. We achieve the state-of-the-
art performance on this task.

2 Related Works

2.1 Commonsense Reasoning over Knowledge
Bases

Commonsense Knowledge Bases (CSKBs) pro-
vides rich human-curated commonsense knowl-
edge in the form of head-relation-tail triples and are
perfect fields to conduct commonsense reasoning.
Reasoning tasks defined over CSKBs can be catego-
rized into two main categories, CSKB Completion
and CSKB Population. CSKB Completion adopts
a close-world assumption and assume the knowl-
edge not included in the knowledge base are incor-
rect, thus using evaluation metrics such as accuracy,
MRR, and HITS @k (under the link prediction set-
ting (Li et al., 2016; Malaviya et al., 2020; Saito
et al., 2018; Jastrzgbski et al., 2018)) or BLEU (un-
der the text generation setting (Bosselut et al., 2019;
Hwang et al., 2021)) to evaluate the reasoning per-
formance. As vanilla knowledge base completion
models such as TransE (Bordes et al., 2013) and
ComplEx (Trouillon et al., 2016) do not take the
node semantics into account and CSKBs are much
sparser than standard factual KBs, Malaviya et al.
(2020) and Wang et al. (2021) use BERT (Devlin
et al., 2019) to encode nodes and propose graph
densifiers to address the sparsity issue.

CSKB Population, on the other hand, requires
the model to reason on not only existing nodes in
the CSKB (Fang et al., 2021b,a), but the nodes from
other domains (e.g., ASER (Zhang et al., 2022)).
The evaluation set is manually annotated to form
a binary classification task, and AUC is used as
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| D, D,
# triples ‘ 1,119,517 (training) 218,809,746

Table 1: Statistics of labeled D; (CSKB with negative
examples) and unlabeled D,, (processed ASER).

the evaluation metric. The population task is inher-
ently a classification task, KG-BERT (Yao et al.,
2019) and KG-BERTSage (Fang et al., 2021a), a
graph-aware model based on KG-BERT, are used
to tackle the task. While there are other ways of
populating commonsense knowledge, such as lever-
aging conceptualization (He et al., 2022) or gener-
ative language models (Bosselut et al., 2021; West
et al., 2022), they are different with CSKB Pop-
ulation in several aspects. For conceptualization,
they provide new triples in depth through hierarchi-
cal structures of concepts by lexical manipulation
and the core semantics are preserved, while we do
population in breadth by exploring more diverse
information-extracted triples. For text generation,
first, text generation itself doesn’t perform reason-
ing, while discrimination on a knowledge graph
can provide structural and contextual information
to do reasoning. Second, generative models are
trained only on positive/plausible examples by na-
ture while do not handle negative/implausible ex-
amples. We will show the importance of negative
examples in CSKB Population in the experiments.

2.2 Pseudo Labels

Pseudo labels are widely used in the semi-
supervised learning setting (Iscen et al., 2019;
Xie et al., 2020b; Sohn et al., 2020; Pham et al.,
2021). In common, pseudo labels alleviates the cost
of human annotation, or familiarizes the student
model with out-of-domain or same-distribution-
but-unseen data (i.e data from the large unlabeled
dataset) under the advice from teacher models. It
has been used in image classification (Lee et al.,
2013; Shi et al., 2018; Yalniz et al., 2019; Xie et al.,
2020b; Pham et al., 2021), machine translation (He
et al., 2020; Chen et al., 2021), information re-
trieval (Wang et al., 2022), and word segmenta-
tion (Huang et al., 2021). In the simplest form
of pseudo labels, the teacher model that provides
pseudo labels is static or iteratively updated using
the latest student model. Meta pseudo label (Pham
et al., 2021), on the other hand, leverages meta-
learning technique to learn an end-to-end teacher-
student network that updates both networks jointly
based on the performance of the student network
on the labeled dataset, yielding state-of-the-art per-

Original CSKB head ASER
Test Set + ASER tail edges
Sampled from D, D head, D,, tail D,
Domain In-domain Out-of-domain Out-of-domain
# triples (dev) 2,042 2,193 1,982
# triples (test) 8,437 9,103 7,974

Table 2: The details of evaluation set categorization.

formance on ImageNet (Deng et al., 2009).

2.3 Other Semi-supervised Learning Methods

Most works on semi-supervised learning leverages
the idea of consistency training (Zhou et al., 2003;
Xie et al., 2020a; Gururangan et al., 2019), which
aims to constrain the model to be robust given
noised inputs or hidden states. UDA (Unsupervised
Data Augmentation) (Xie et al., 2020a) adopts back
translation and TF-IDF word replacement to pro-
vide noisy inputs and use them for consistency
training. However, in the setting of CSKB Pop-
ulation, the problem of out-of-distribution is more
important as we aim to explore novel commonsense
knowledge that are not seen in the training domain,
which makes directly finetuning on pseudo labels
more effective than using consistency training.

3 CSKB Population

3.1 Problem Definition

Denote a labeled ground-truth Commonsense
Knowledge Base as D;” = {(h,r,t)|h € He,r €
R,t € T¢}. The overall labeled dataset D; =
{(h,r,t),y)} is composed of D" and a randomly
sampled negative dataset D, from the CSKB,
where y € {0, 1} is the label of the triple. Triples
from DlJr are labeled 1 while those from D, are
labeled 0. H- and T are the set of heads and tails
in the CSKB. R is the relation set.

D, = {(h,r,t)|h € H,,r € R,t € T,,} is an
unlabeled candidate knowledge base of the same
format and relation set as the CSKB. It is of a much
larger scale than the labeled part and is a source for
populating commonsense knowledge. H,, and T, is
the set of heads and tails in the unlabeled KB. The
task is defined as given the labeled commonsense
knowledge base D; as training source, predict the
plausibility of triples from D,,.

We use the dataset provided by Fang et al.
(2021a). Here, the set of heads H, tails T, and re-
lations R come from the alignment of ConceptNet,
ATOMIC, ATOMIC3) (newly developed relations),
and GLUCOSE, as in the original paper. The un-
labeled KB D,, is adapted from ASER, where the
discourse relations are converted to commonsense
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relations to serve as candidates for population. The
evaluation dataset with 32K triples is sampled from
both D; and D,, and manually annotated. There
are three categories of the evaluation set, Original
Test Set , CSKB head + ASER tail, and ASER edges,
where the first category is sampled from the held-
out test split in D; (both D;r and negative examples
D;") and is thus an in-domain test set, and the latter
two are novel assertions outside of D; and are thus
out-of-domain. The statistics and descriptions of
the training and evaluation datasets are shown in
Table 1 and 2. The list of commonsense relations,
alignment methods, and more detailed statistics of
the dataset can be found in the Appendix A.

3.2 Backbone Models

Considering the nature of the CSKB Popu-
lation task is triple classification in the form
of natural language, we use KG-BERT (Yao
et al.,, 2019) as the backbone model follow-
ing Fang et al. (2021a). In detail, a triple
(h,r,t) is concatenated and serialized as
“[CLS], h1, ..., hyp), [SEPL, [7], [SEP], £1, ..y €47
Here, [CLS] and [SEP] are the special tokens in
BERT-based models (Devlin et al., 2019). [CLS] is
used to represent the whole sentence, and [SEP] is
used to separate different sentences, respectively.
hi, ...,y are the tokens of the head h, and
t1, ..., |y are the tokenized tokens of the tail ¢. [r]
is registered as a new special token for a certain
relation r. After feeding the serialized version
of (h,r,t) into a BERT-based masked language
model, the representation of the special token
[CLS] is regarded as the representation of the
whole triple. It is trained to distinguish positive
triples with negative triples with cross entropy loss.
Here 2 denotes a triple (h,r,t), P, models the
distribution of the labeled dataset D;, and 0 is the
set of parameters for KG-BERT. Py(y|x) denotes
the probability after feeding the model prediction
logits to softmax under parameter set . Then the
optimization objective is as follows:

J(9> = ExleL(x)[_ log PH(y‘ml)] (D

4 Methods

In this section, we present the details of the frame-
work of PseudoReasoner. A sketch illustration of
the model is presented in Figure 2. To sum up, the
procedure of PseudoReasoner can be summarized
into the following steps:

1) Train a teacher model and a student model on
the labeled dataset D; (Section 4.1.1).

2) Use the teacher model to predict plausibil-
ity scores on triples from the unlabeled D,,.
Triples with high/low plausibility scores within
pre-defined intervals are given label 1/0 (Sec-
tion 4.1.2).

3) Filter the pseudo labels with influence function
with respect to the student model, and the stu-
dent model’s predictions. (Section 4.1.3).

4) Finetune the student model on filtered pseudo
labels from 3). (Section 4.2).

4.1 Pseudo Label Construction
4.1.1 Teacher Models

We use a teacher model pre-trained on the labeled
dataset for labeling the unlabeled triples. We define
plausibility scores of an unlabeled triple x as a(x),
where the higher the score the more plausible the
triple is regarded by the teacher model. We choose
two different forms of teacher models as follows:

GPT2 (Radford et al., 2019): As negative sam-
pling in the labeled dataset D; is noisy, we aim to
use an alternative model that avoids the negative
part D; . We finetune a (COMET) GPT2 language
model, as the representative of generative family,
on the positive part of the labeled dataset, Dl+, with
a text generation task. For an (h,r,t) triple from
Dl+, denote x as the serialized version of the triple,
“hay oy gy 7] 81, o €1y O L0 denotes the train-
able parameters in GPT2 language model (LM).
We minimize the negative log likelihood of each
triple as indicated in Equation (2):

||

1
Tl Z log P(zi|z<i, Orar). (2)
i=1

L(.%' y 0 L M) =
Denote the optimized parameters as 07 ,,. Here,
the plausibility function a(z) = —L(z,67,,).
where the lower the loss, the higher the plausibility
score by GPT2. Hence, for the triples from the
unlabeled dataset, D,,, we score every triple with
Equation (2) on 07 ;.

KG-BERT: Besides GPT2, KG-BERT itself, a
discriminative model, can be used as a teacher
model. This teacher model learns #* from the la-
beled dataset D; with cross entropy loss in Equa-
tion (1). For an instance {(h,r,t),y} € Dy, denote
x = (h,rt), we use a(z) = Pp«(y=1|z) as z’s
plausibility score.
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Figure 2: An end-to-end workflow of PseudoReasoner. Four steps in the figure are elaborated in Section 4.

4.1.2 Acquiring Pseudo Labels

The triples whose plausibility scores a(z) are be-
tween [7, - . 7T...| are labeled as negative, and the
triples within [7,F, | 7.t ] are labeled as positive.
Here 7, < Truw < Tt < Titus. The rea-
son that we introduce additional 7, . and 7.}, is
that we want to filter out the triples that are treated
over plausible or implausible by GPT2 to reduce
potential selection bias. For example, GPT2 has
been shown to provide low loss for repetitive pat-
terns instead of the plausibility of the semantics
(Brown et al., 2020). Details of the hyperparameter

selection are in Appendix C.

4.1.3 Pseudo Label Filters

To further improve the quality of pseudo labels, we
propose two filtering mechanisms on pseudo labels
for better finetuning.

Influence Function. Filtering out detrimental
training examples with influence function (Koh and
Liang, 2017) can boost the model performance, as
shown in Yang et al. (2020) and Han et al. (2020).
A training example z = ((h, 7, t), y) will hurt the
generalization ability of the model if including z
in the training set results in a higher validation loss.
Denote L(Z,0) as the loss function of dataset Z
under the parameter set §. Then the loss under
training set Zy,q;y, 1S indicated in Equation (3):

1 | Ztrainl

L(Ztraina 0) = m

L(z,0). (3
i=1
Denote 6* as the optimized parameters after train-
ing the model on Z;,4;y,, and 0% , as the optimized
parameters after training the model on 2,4, — {2 }.

Denote Z,,; as the validation set. The empirical
criterion to determine z as a detrimental training
example is Equation (4):

L(Zval; 0*) - L(Zvah giz) > 0. @

The left-hand-side L(Z,4;, 0%) — L(Zya1, 0" ,) can
be approximated without retraining the model by
influence function (Koh and Liang, 2017):

Zup,loss(z) = _VGL(ZUalv 9*)TH9;1VGL(Z7 ‘9*)’
5
where Hp« = m Y i€ Zimain V2. L(z;,0%) is
the Hessian. We linearly approximate Z,,;, ;s With
inverse hessian-vector product (HVP) introduced
in LiSSA (Agarwal et al., 2017) following (Koh
and Liang, 2017). Details about influence function
and the numerical approximation to calculate it can
be found in the Appendix B. We filter out those
examples with negative influence scores, which are
harmful to the generalization of the model.

KG-BERT. As the student model we use is KG-
BERT, when the pseudo labels from GPT?2 are used,
we can use the Py (y|x) produced from optimized
KG-BERT as an additional filter to select pseudo la-
bels. Specifically, pseudo labels {z = (h,r,t),y}
with Py« (y|z) > 0.5 are selected. This procedure
can be viewed as ensembling GPT2 and KG-BERT.

4.2 PseudoReasoner Training

The objective function of KG-BERT on the labeled
dataset is shown in Equation (1), and the objective
function on pseudo labels can be written as:
Ju(0) = By Py () Egrgylea) [~ 108 Po (9] 7).
(6)
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In-domain | Out-of-domain (OOD)
Category Model all Original CSKB head  ASER | Aau  Aocobp
Test Set + ASER tail  edges
KG-BERT (BERT-base) 7110M 62.5 74.2 51.9 54.7 - -
KG-BERT (BERT-large) 340m 67.7 74.5 58.7 62.0 - -
KG-BERT (DeBERTa-base) 100M 64.5 73.2 54.0 57.0 - -
KG-BERT (DeBERTa-large) 350M 69.2 71.6 59.9 61.8 - -
KG-BERT (BART-base) 139m 65.1 74.7 54.7 56.6 - -
Supervised KG-BERT (BART-large) 406m 70.4 78.6 62.8 64.2 - -
Learning KG-BERT (RoBERTa-base) 170m 68.0 76.3 59.3 59.8 - -
KG-BERT (RoBERTa-large) 340m 70.9 78.0 634 64.6 - -
COMET (GPT2-small) 7117M 69.6 71.6 67.4 65.0 - -
COMET (GPT2-medium) 345M 69.7 71.9 67.0 67.9 - -
COMET (GPT2-large) 774M 70.6 73.7 66.8 68.0 - -
COMET (GPT2-XL) 1558M 70.7 74.6 66.7 67.6 - -
Semi-supervised UDA (TF-IDF) 71.7 78.0 65.1 65.9 +0.8 +1.5
Learning UDA (back-trans.) 71.6 78.6 64.2 66.2 +0.7 +1.2
(RoBERTa-large) G-DAUG - 71.7 78.5 64.8 65.5 +0.8 +1.2
G-DAUG (COMET-distill) 72.2 78.6 65.9 66.9 +1.3 +2.4
Noisy-student 72.4 79.3 65.3 66.7 +1.5 +2.0
Ours PseudoReasoner (BERT-base) 67.9 76.0 56.1 64.2 +5.4 +6.9
PseudoReasoner (RoBERTa-large) | 74.2 80.1 69.5 69.3 +3.3 +5.3

Table 3: Results on the test set of the CSKB Population benchmark. For supervised learning baselines, we report
the result of KG-BERT (Yao et al., 2019) with four backbone encoders and GPT2 (use LM loss to score triples). For
semi-supervised learning (SSL) baselines, we study UDA (Xie et al., 2020a), G-DAUG (Yang et al., 2020), and
Noisy-student (Xie et al., 2020b). The backbone encoders for SSL baselines are RoBERTa-large, which performs the
best in the supervised setting. The number of parameters of backbone language models are presented as subscripts
behind model names. A,;; and Apop are the improvement on the “all” AUC and the Out-of-domain (OOD) AUC.

Here P;, and Py are the distribution of the la-
beled and unlabeled dataset, respectively. ¢(y|z)
is the distribution of pseudo labels, modeled by
the teacher model and filters. After finetuning KG-
BERT initialized with 6* on the filtered pseudo
labels with Equation (6), we acquire 6*'.

5 Experiments

5.1 Baselines

For the supervised learning setting, we use KG-
BERT (Yao et al., 2019) and COMET (Bosselut
et al., 2019) (GPT2) to perform CSKB Population.
For KG-BERT, as it’s flexible to be adapted using
different pre-trained encoders, we use BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019), De-
BERTa (He et al., 2021), and BART (Lewis et al.,
2020) as the backbone language models. For BERT,
RoBERTa, and DeBERTa, we use the embedding
of the [CLS] token in KG-BERT as the representa-
tion of the whole triple. For BART, we follow the
ways of doing sequence classification in the origi-
nal paper (Lewis et al., 2020) to use the embedding
of the end-of-sentence token in the decoder as the
representation of the whole triple.

For the semi-supervised learning setting, we use
the following baseline models:
Unsupervised Data Augmentation (UDA).
UDA (Xie et al., 2020a) uses consistency training
to constrain the model to provide invariant predic-
tions with noise added to the input. We adapt UDA
into the framework of CSKB Population and uses
TF-IDF word replacement and back-translation
to provide noise to the input text to be fed into
the consistency loss. More details are in the
Appendix D.1.

Noisy Student. Noisy student (Xie et al., 2020b)
trains a student model with noise added during
training iteratively. A teacher model is first trained
to provide hard or soft pseudo labels for a student
model to finetune together with the labeled dataset.
Soft pseudo labels mean using logit scores after
softmax as labels. Then the student model is it-
eratively re-used as the teacher model and a new
student model is acquired through each iteration.
Details can be found in the Appendix D.2.

Generative Data Augmentation (G-DAUG). G-
DAUG (Yang et al., 2020) leverages text generation
language models to automatically generate pseudo
training data examples for finetuning. Though
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Original CSKB head ~ ASER

Teacher models all

Test Set + ASER tail  edges
N/A (Baseline) \ 70.9 \ 78.0 634 64.6
w/o all filters
RoBERTa-large | 71.8 79.1 65.1 64.6
GPT2-small 72.3 79.5 65.1 65.9
GPT2-medium 72.6 79.5 65.8 68.0
GPT2-XL 72.8 80.1 66.3 66.0
w/ all filters
RoBERTa-large | 72.3 79.2 65.4 66.3
GPT2-small 73.7 79.8 67.5 68.8
GPT2-medium 74.1 81.3 68.1 69.0
GPT2-XL 74.2 80.1 69.5 69.3

Table 4: Performance of PseudoReasoner (RoBERTa-
large) using different teacher models w/ or w/o filters.

it’s not designed for semi-supervised learning, we
adapt it to our framework of pseudo labeling to
serve as a semi-supervised learning baseline. We
use COMET (GPT2-XL) finetuned on D; to gen-
erate pseudo examples with heads from D,,. Then
those pseudo labels are filtered with both influ-
ence function, diversity heuristics, and KG-BERT
scores. Then those pseudo examples are used the
same way as in our PseudoReasoner for further
finetuning. We also try to replace COMET with
COMET-distill (West et al., 2022), the COMET
trained with distilled commonsense knowledge
from GPT3, which has a better performance and
capacity than the vanilla COMET. Details can be
found in the Appendix D.3.

5.2 Experimental Settings

The learning rate for all models are set as le-5,
and the batch size is 64. We use the framework
of Huggingface Transformers' to form our code-
base. Early stopping is used where the best check-
point is selected when the largest validation AUC
is achieved. For all experiments, we report the
average scores across three different random seeds.

For thresholding, we set the thresholds 7. = —

mwn
4.0, Trww= — 3.7, 75 = — 2.8, T,F. .= — 2.0, by
roughly observing the data distribution and rep-
resentative knowledge triples in different range
of plausibility scores. We then randomly down-
sample the pseudo examples such that the number
is the same as the original training data. Ablations

are provided in section 6.1.2

See more details about thresholding and hyper-
parameters of different models in Appendix C.

"https://huggingface.co/

Filter all Original CSKB heat? ASER

Test Set + ASER tail  edges
baseline 70.9 78.0 63.4 64.6
w/o filter 72.8 80.1 66.3 66.0
+ influence 73.2 78.0 68.3 70.6
+ KG-BERT | 73.7 79.5 68.9 68.6
+ both 74.2 80.1 69.5 69.3

Table 5: The effects of different filters on pseudo labels
when KG-BERT (RoBERTa-large) is the backbone and
GPT2-XL is the teacher model.

5.3 Results

The main results are shown in Table 3. We compare
the results of both supervised learning and semi-
supervised learning approaches with our proposed
model PseudoReasoner. The “all” column presents
the overall AUC across all testing examples and
is the main metric of CSKB Population. We also
separately present the AUC of different test set
categories, In-domain (Original Test Set) and Out-
of-domain (CSKB head + ASER tail, and ASER
edges). In the last two columns, we report the in-
crease by applying different semi-supervised learn-
ing approaches under the same backbone model,
where A,;; means the increase of “all” (AUC) met-
ric and Apop means the increase of AUC for out-
of-domain test sets.

For supervised-learning approaches, KG-BERT-
based models mostly perform well on the In-
domain test set while have poorer generalization
ability to Out-of-domain test sets compared to
COMET (GPT2). As GPT2 is only finetuned on
the positive part of the dataset, it suffers less from
the bias of negative sampling in D, and has a bet-
ter generalization on new knowledge. However,
the drawback in In-domain reasoning hinders the
overall performance of GPT2-XL from surpassing
KG-BERT (RoBERTa-large), even with 4.5 times
more parameters.

For semi-supervised learning baselines, all of
them can increase the performance of the back-
bone KG-BERT (RoBERTa-large), especially for
the out-of-domain split. However, the improve-
ment on the In-domain part remains insignificant
and the improvement on out-of-domain part is not
as competitive as our PseudoReasoner. As we use
the same code base and training method to train
all semi-supervised learning methods, the main dif-
ferences between PseudoReasoner and other SSL
methods lie in the ways of processing the unlabeled
dataset. We leave the detailed discussions in the
next section (Section 6.2).
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6 Analysis and Discussions

In this section, we discuss the ablation study on
model components, the comparisons with semi-
supervised learning baselines, diversity analysis,
and discussions about why PseudoReasoner works.

6.1 Ablation Study

We study the effects of different teacher models
and the filters on pseudo labels.

6.1.1 Teacher Models

We compare four representative teacher models,
KG-BERT (RoBERTa-large) and GPT2 (small,
medium, and XL), on how pseudo labels provided
by them can influence the model performance. The
ablation results are shown in Table 4. From the
comparison between KG-BERT (RoBERTa-large,
340M parameters) and GPT2-small (117M) and
-medium (345M), which are of the same scale of
model size, we find that GPT2 can perform con-
sistently better than KG-BERT as teacher models.
This can be validated by the out-of-distribution
performance in Table 3 for the supervised learn-
ing baselines, where KG-BERT performs almost
3 points behind GPT2-medium in terms of OOD
AUC. This ablation indicates the importance of
powerful generalizable teacher models on pseudo
labeling.

6.1.2 Thresholding

We study the sensitivity of thresholds in Figure 3.
In this ablation, for simplicity, we set different
Tt for positive pseudo examples, and sample
the same amount of triples as the original train-
ing set whose a(z) < 7,!,, in descending order.
We do the same ablation study on 7. for nega-
tive pseudo examples. When tuning one threshold,
other thresholds are fixed as in section 5.2. The
pseudo labels under different thresholds are directly
used for PseudoReasoner without filtering, and we
plot the test set AUC given different thresholds.

140000 1
pos. pseudo labels

120000 - neg. pseudo labels
100000 4
80000 -

60000

Number of triples

40000 4

20000

0

0?0 012 0?4 0?6 0?8 110

KG-BERT plausibility
Figure 4: KG-BERT plausibility distribution for posi-
tive/negative pseudo labels provided by GPT2.

\ w/o filter  influence KG-BERT both
UDA 33M - - -
G-DAUG 1.1IM 399.8K 323.3K 160.1K
PseudoReasoner 932.6K 408.5K 373.0K 170.1K
Original I.1M - -

Table 6: Number of pseudo examples used in experi-
ments for semi-supervised methods. The “Original” row
indicates the number of training examples in the original
training set.

We see that the resulting AUC is stable within cer-
tain ranges of 7., and 7. . While when we
set 7, ... to —oo, which indicates no thresholds for
negative examples are set, the performance drops
drastically.

6.1.3 Pseudo Label Filter

We conduct experiments with different combina-
tions of filtering mechanisms in Table 5 for KG-
BERT (RoBERTa-large). We can see that both fil-
ters (influence function and KG-BERT probability)
benefits the model performance, while KG-BERT
probability contributes to a more substantial im-
provement. Figure 4 shows an illustration of the
KG-BERT plausibility a(x) = Pj(y=1|x) of posi-
tive/negative pseudo examples provided by GPT2.
The positive pseudo examples tend to be scored
higher by KG-BERT than negative pseudo exam-
ples. Adding KG-BERT probability as an addi-
tional filter with the labels provided by GPT?2 is
similar to an ensembling procedure.

6.2 Comparisons with Other Semi-supervised
Learning Methods

6.2.1 Computational Cost

The number of pseudo examples used for semi-
supervised-learning baselines are listed in Table 6.
We basically use the same scale of unfiltered
pseudo examples for G-DAUG and PseudoRea-
soner, while use 3 times more unlabeled exam-
ples for UDA as it requires more unlabeled data.
Specifically, G-DAUG (COMET-distill) leverages
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Figure 5: Diversity analysis with the proportion of
unique uni/bi-grams in the labeled dataset, the pseudo
labels, and the filtered pseudo labels. With filtering, the
diversity can be significantly improved.

the distilled knowledge from GPT3 (West et al.,
2022), which further magnify the computational
cost to more orders of magnitude. In all, under the
same scale of pseudo labels, PseudoReasoner can
achieve far better results than UDA and G-DAUG.

6.2.2 Analysis

In UDA, though robustness can be improved with
consistency loss on noised inputs, there are no new
commonsense knowledge added to the training pro-
cedure, making it hard for the model to be equipped
with novel knowledge reasoning ability.

For G-DAUG, the critial part lies in the genera-
tion of negative examples. We finetune two sepa-
rate GPT2 on D;r and D", and the one finetuned
on D; is used to generate negative examples. Com-
pared with the GPT2 finetuned on D;", the GPT2
finetuned on D, is of a relatively lower quality as
triples in D;” don’t follow specific commonsense
patterns. We check the text generation quality of
GPT2-XL finetuned on Dl+ and D;", and find that
the BLEU-2 scores on two corresponding held-out
test sets are 0.23 and 0.10, indicating the generation
of negative examples are of a lower quality.

For Noisy-student, the main differences between
our PseudoReasoner is that they use KG-BERT to
provide pseudo labels, and they are soft pseudo
labels. The main reason behind is that as soft labels
are used, the teacher model has to be a discrimi-
native model such as KG-BERT, which has a poor
generalization ability than GPT2 used in our Pseu-
doReasoner. Moreover, similar to the case in UDA,
noisy is not a dominate factor in CSKB Popula-
tion, while more high-quality novel commonsense
knowledge matters more.

6.3 Semantic Diversity Analysis

An important contribution of PseudoReasoner is
that we extend the knowledge space for training

from limited CSKBs to a more broad unlabeled
resource. We use the proportion of unique uni-
grams and bi-grams as an indicator of semantic
diversity to measure the scale to which models
are exposed to diverse novel knowledge. Figure 5
shows that after filtering with influence function
and KG-BERT probability, the diversity can be
improved by around 3 to 4 times than the labeled
dataset.

6.4 Relationship with Knowledge Distillation

While knowledge distillation focuses on distilling
knowledge from larger models to smaller ones, our
method does not necessarily need the teacher model
to be larger. The teacher GPT2-medium, which is
of the same size as the student KG-BERT, can work
pretty well and is comparable to GPT2-XL.

7 Conclusion

In this paper, we propose a semi-supervised learn-
ing framework for CSKB Population based on
pseudo labels. Using a teacher model and a spe-
cial filtering mechanism on pseudo labels, we
achieve the state-of-the-art of CSKB Population
in terms of both in-domain and out-of-domain per-
formance. Experiments also show that our CSKB
Population benefits more from high-quality novel
knowledge than other semi-supervised learning
techniques such as noise and consistency training.
This work brings a new perspective of improving
out-of-domain generalizable commonsense reason-
ing ability on CSKBs.
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Limitations

The main limitation is that for the labeling pro-
cedure of the teacher model, we still need a hard
threshold 7 to determine whether the label is O or 1.
This would limit the method from generalize across
different tasks, where different thresholds should
be tuned separately. One solution and future work
would be automatically learn the thresholding, or
improve the teacher-student interaction by training
them jointly in an end-to-end manner such as Meta
Pseudo Label (Pham et al., 2021).
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A Additional Details on the CSKB
Population Benchmark

Commonsense Knowledge Base (CSKB) Popula-
tion aims at automatically populating common-
sense knowledge defined in source CSKBs on an
unlabeled candidate eventuality knowledge graph,
ASER. We provide additional details about the se-
lection of CSKBs and the eventuality knowledge
graph, and the details about the evaluation of CSKB
Population in this section.

A.1 CSKB

CSKB Population studies commonsense relations
among general events. To form a general aligned
CSKB, Fang et al. (2021a) selected Concept-
Net (Liu and Singh, 2004) (the event-related re-
lations are selected), ATOMIC (Sap et al., 2019),
ATOMICZ) (Hwang et al., 2021) (the newly added
relations beyond ATOMIC are selected), and GLU-
COSE (Mostafazadeh et al., 2020). These four
sources of CSKBs are in the form of free-text
and are structured as triplet forms ((h, r,t)). Nor-
malization processes are conducted to align the
four CSKBs together. The overall structure of the
aligned CSKB is based on the formats in ATOMIC,
where the events are person-centric sentences with
PersonX and PersonY as subjects. In Concept-
Net, PersonX is prepended on the predicate-object
pairs to make them complete sentences. For exam-
ple, a triple in ConceptNet (lie, HasSubEvent,
make up story) is converted to (PersonX lies,
HasSubEvent, PersonX makes up story). The
SomeoneA and SomeoneB are converted to PersonX
and PersonY accordingly in GLUCOSE. The rela-
tionships in GLUCOSE are converted to ATOMIC
formats according to the official conversion rules
defined in Table 7 in Mostafazadeh et al. (2020).

A summary of the relations studied in the aligned
CSKBs is shown in Table 7.

A.2 ASER

The candidate knowledge graph for populating
commonsense knowledge, ASER (Zhang et al.,
2020, 2022), is a large-scale eventuality-centric
knowledge graph that provides explicit discourse
relationships between eventualities. The core part
of ASER is used, where 10M discourse edges
among 27M eventualities are included. An exam-
ple of an ASER edge is: (“I am hungry,” Result,
“I have lunch”), and such an discourse edge can
be a potential xWant relation in CSKBs. Such

Relation | ATOMIC(Z)) ~ ConceptNet ~ GLUCOSE
oEffect 21,497 0 7,595
xEffect 61,021 0 30,596
gEffect 0 0 8,577
oWant 35,477 0 1,766
xWant 83,776 0 11,439
gWant 0 0 5, 138
oReact 21,110 0 3,077
xReact 50,535 0 13,203
gReact 0 0 2,683
xAttr 89,337 0 7,664
xNeed 61 ,487 0 0
xIntent 29,034 0 8,292
isBefore 18,798 0 0
isAfter 18,600 0 0
HinderedBy 87,580 0 0
xReason 189 0 0
Causes 0 42 26,746
HasSubEvent 0 9,934 0
Total ‘ 578,252 10,165 126,776

Table 7: Relation distribution statistics for different
CSKBs. The table is the same as in the Table 4 of Fang
et al. (2021a).

detailed conversion rules from discourse relations
to commonsense relations are provided in Fang
et al. (2021a). Such conversion rules make the to-
tal number of unlabeled candidate edges around
200M.

A.3 Evaluation Set

For the ground truth commonsense triples from the
CSKBs, they are split in to train, development, and
test sets using the original split by their own papers.
For example, in ATOMIC, the test set split is based
on the skeleton words of the heads such that similar
heads are split into the same dataset. The test set
here is denoted as the original test set.

The final evaluation set comprises of three parts,
one sampled from the original automatically con-
structed test set as above (denoted as “Original Test
Set”), one sample from the edges where heads are
from CSKBs and tails are from ASER (denoted as
“CSKB head + ASER tail”), and one from ASER
solely (denoted as “ASER edges’). The total num-
ber of final evaluation set is around 32K, and they
are manually annotated using Amazon Mechanical
Turk.

B Influence Function

Filtering out detrimental training examples with
influence function (Koh and Liang, 2017) can boost
the model performance, as shown in Yang et al.
(2020) and Han et al. (2020). A training example
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z = ((h,r,t),y) will hurt the generalization ability
of the model if including z in the training set results
in a higher validation loss. Denote L(Z, ) as the
loss function of dataset Z under the parameter set
0. Then the loss under the training set Z;yq;n of
cardinality n is indicated in Equation (3) in the
main body (also shown below).

1 n
L(Zirain,0) = — > L(2,0).
=1

Denote 0* as the optimized parameters after
training the model on Zy,4;,, and 0* , as the op-
timized parameters after training the model on
Zirain — {z}. Denote Z,,; as the validation set.
The empirical criterion to determine z as a detri-
mental training example is Equation (4) in the main
body (also shown below).

L(Zpq,0%) — L(Zya,0" ) > 0.

Influence function gives an efficient approxi-
mation for the above quantity, whose idea is to
compute the change of the optimized parameters
thus the validation loss if z were upweighted by
a small e. It introduces new parameters 07 , =
argming L 3" | L(2;,0) + €L(z,0). Cook and
Weisberg (1982) gives us the influence of upweight-
ing z on the optimized parameters 6*:

e,

Iup,params(z) - de - —H;V@L(z,ﬁ*)

e=0
where Hp» = 231" | VZL(z,0) is the Hessian
matrix. Thus, applying the chain rule, we calculate
the influence of upweighting z on the validation
loss:

dL(Zvala 0;;;)

Iup,loss(z) = de =0
* Tdeiz
== VGL(Zvala 0 ) 767 =0

= —VoL(Zyu,0%) Hy ' VoL(2,0%).

Since removing z is equivalent to unweighting
itby e = —%, small when n is large, we can lin-
early approximate L(Z,q,0%) — L(Zyq,0" ) in
Equation (4) as —€Zy, 1055 (2) (: %Iumoss(z)).

In practice, we also linearly approximate Z,,;, joss
with inverse Hessian-vector product (HVP) intro-
duced in LiSSA (Agarwal et al., 2017) follow-
ing (Koh and Liang, 2017).
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Figure 6: GPT2-XL plausibility distribution (—a(x))
of unlabeled data with relation Causes, xWant,
oEffect, and gReact. The triples within the red
dashed lines are considered negative pseudo examples,
and the triples within the green dashed lines are consid-
ered as positive pseudo examples.

C Additional Details on
Hyper-parameters

We present additional details about hyperparame-
ters in the thresholding of the GPT2-XL teacher
model and the details of the backbone models.

C.1 Thresholding in Pseudo Labels

We present the GPT2-XL plausibility scores on
the unlabaled D,, in Figure 6 for four represen-
tative commonsense relations, Causes, xWant,
oEffect, and gReact. We set the thresholds

n;inz —4.0, T’n;a$= -3.7, T7rfin= —28, Tn—mi_a:vz -
2.0, by roughly observing the data distribution and
representative triples in different range of plausibil-
ity scores. The filtered triples are further sampled
such that the number of pseudo examples per rela-
tion equals the number of the original examples for
the corresponding relations. The pseudo examples
that we use for experiments can be downloaded at
our GitHub repository.

C.2 Model Training Details

For KG-BERT, when BERT, RoBERTa, and
DeBERTa is used, an (h, r, t) triple is converted to
“[CLS], h1, .., hyp), [SEPL [r], [SEP] 1, ooy )7

Here, [CLS] and [SEP] are the special tokens in
BERT-based models that are used to represent the
whole sentence, and the special token to separate
different sentences, respectively. hq, ..., | is the
tokenized tokens of the head h, and ¢4, ..., tpg 18
the tokenized tokens of the tail ¢. [r] is registered
as a new special token for a certain relation 7.
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The embedding of [CLS] in the last hidden layer
of the BERT-based encoder is used as the final
representation of the whole triple.

When BART is used as the the back-
bone, an (h,r,t) triple is converted to
“<s> hay e by, ety oy, </s>7, where

<s> and </s> are the special tokens in BART to
represent starting-of-sentence and end-of-sentence.
The sentence is fed into the encoder of BART and
also the decoder of BART. The embedding of the
end-of-sentence token </s> in the last hidden layer
of the decoder is used as the embedding of the
whole triple. This method is the default usage as in
the original paper of BART for text classification.

For GPT2, we adopt the text generation setting
in COMET (Bosselut et al., 2019), where the task
is defined as give the head and relation to generate
tail. Specifically, an (h,r,t) triple is converted
to  “[SOSI, Ay, -+ hypys [ty -+ S g, [EOS]T,
where [SOS] and [EOS] are special tokens
representing start-of-sentence and end-of-sentence.
The negative GPT2 loss of the whole sentence
(Equation (2)) is used as the plausibility of the
triple. Such a GPT2 can also be used to generate
positive commonsense tails in the G-DAUG
baseline. We adapt the codes? from ATOMICZ) to
our code base.

We build all models based on PyTorch and all
transformer models from Hugginface transformers.
For training, we use le-5 as the default learning
rate for all training stages. The batch size is set to
64 for all experiments. The maximum sequence
length is set to 30, which can cover over 99% of the
serialized triples. We use ADAM as the optimizer
to train all models. We evaluate the validation AUC
every 250 steps and store the checkpoint when the
largest validation AUC is achieved. We run all
experiments with three random seeds (100, 101,
and 102) and report the average. The KG-BERT
related experiments are run on NVIDIA RTX 3080
Ti, and the GPT2 related experiments are run on
NVIDIA A40.

D Details of Baselines

We present more details for the training of semi-
supervised learning baselines in this section.

D.1 UDA

In the original paper of UDA, two data augmenta-
tion methods, back-translation and TF-IDF replace-

“https://github.com/allenai/comet-atomic-2020

ment, are introduced for natural language tasks. We
use both augmentation methods and compare the
results. For each augmentation methods, original
serialized unlabeled candidates = are duplicated
and augmented, then both original and augmented
candidates are used for consistency training.

For back-translation, we employ OPUS transla-
tion models® between English and French. Specifi-
cally, in each candidate, the “PersonX” is replaced
with Alice, “PersonY” with Charles, and “Per-
sonZ” with Francisco, then candidates are forward-
translated to French and after then backward-
translated to English. Selected names Alice,
Charles, and Francisco are common first names
shared by French and English and remain un-
changed after back-translation, thus it ensures that
the personal pronouns PersonX, PersonY, and Per-
sonZ in unlabeled candidates can be fully recovered
after back-translation. Also, we observe that almost
newly registered relation tokens survive after the
back-translation process, bringing the opportunity
for KG-BERT to get familiar to these tokens in con-
sistency training. For TF-IDF replacement, we set
the replacement probability as 0.1 to avoid cracking
the main semantics of the original sentences.

We present more hyperparameter tuning here
for UDA. The objective function of UDA is as
follows in Equation (7), where p;, and py; are the
distribution of the labeled and unlabeled dataset, y;
is the corresponding label of z1, pg is the predicted
probability by the backbone model under parameter
0, q(Z|x2) is a data augmentation transformation,
6 is a fixed copy of the current parameters 6, and
CE indicates cross entropy. A is used to control the
weight of unsupervised consistency loss. Besides A,
in the training process, there is another parameter
r indicating the ratio of unsupervised examples in
a batch. We conduct several experiments with grid
search to find the best combinations of A and r as
shown in Table 8 when using TF-IDF replacement
as the augmentation method. We report the results
of the best combinations in the main text of the

paper.

J(0) = Eztp, ([~ log po(y1]21)]
+ AB;pu (1) Eimg(i120) [CE(Pg (y]72) [|Po (y]2)]
(M
The original implementation of UDA is based
on Tensorflow*. We re-implement their code with

3https://huggingface.co/Helsinki-NLP
*https://github.com/google-research/uda
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woa‘l‘?»
,

0.3 71.0 | 714 | 71.2
1 714 | 7.7 | 71.2
3 712 | 712 | 714

Table 8: Overall AUC score with respect to different
pairs of unsupervised example ratio r and consistency
loss coefficient \.

pytorch and aggregate it into our code base.

D.2 Noisy Student

For Noisy Student, they use a teacher model fine-
tuned on the labeled dataset first to provide initial
pseudo labels. Then student models are finetuned
with both the labeled dataset the pseudo labels iter-
atively when the latest pseudo labels are provided
by the latest student model. Specifically, noise
is added to the input during the stage for student
models’ training.

In this section, we provide some detailed abla-
tion studies on the setting of Noisy Student. First,
we study the role of noise in Noisy Student in Ta-
ble 9 when noise is added or removed to the output
logits of the model at the first training iteration.
Results show that there can be a 0.3 points im-
provement on the overall AUC when dropout is
added with probability either 0.1 or 0.5, showing
that noise can indeed force the models to learn
harder. Second, we study the performance across
different iterations of Noisy Student. In table 9, the
performance reaches the peak at iteration 3, indi-
cating a balance of the student model’s learning
ability and generalizable pseudo labeling ability.
We report the best result in the result table of the
main body.

D.3 G-DAUG

For Generative Data Augmentation, we check the
performance under different sizes of COMET (use
GPT2-small and GPT2-XL as representatives) in
Table 10. Also, we check the three filtering mecha-
nisms, influence function, diversity, and KG-BERT
probability. The diversity filter is a heuristic algo-
rithm that includes diverse training examples one
by one as defined in the original paper. We find that
still the KG-BERT filter is the most effective filter
and can boost the performance more than the other
two. Also, G-DAUG also benefits more from a
more powerful text generation model (GPT2-XL).

all Original CSKB head ~ ASER
Test Set + ASER tail  edges
KG-BERT
(RoBERTa-large) 70.9 78.0 63.4 64.6
1st Iteration
- W/0 noisy 71.8 78.5 64.4 65.8
- dropout (p=0.1) | 72.1 78.8 64.8 66.6
- dropout (p=0.5) | 72.1 79.3 64.7 66.2
Num of Iterations
1 72.1 79.3 64.7 66.2
2 72.1 78.6 64.6 66.8
3 72.4 79.3 65.3 66.7
4 72.3 79.4 65.1 66.4

Table 9: Ablation study on the effect of noisy in the
Noisy Student model. p means the dropout probability.

all Original CSKB head ~ ASER
Test Set + ASER tail  edges

KG-BERT
(RoBERTa-large) 70.9 78.0 634 64.6
G-DAUG (GPT2-small)
no filter 71.3 78.6 63.7 65.3
+ influence 70.6 76.8 63.0 66.5
+ diversity 71.4 78.5 64.2 65.3
+ KG-BERT 71.5 78.7 64.4 64.9
G-DAUG (GPT2-XL)
no filter 71.5 78.7 64.2 65.4
+ influence 71.3 78.4 64.4 65.2
+ diversity 71.7 78.7 64.7 65.5
+ KG-BERT 71.7 78.5 64.8 65.5

Table 10: Effects of different filtering methods of
the G-DAUG (Yang et al., 2020) baseline. We use
RoBERTa-large as the base language model for KG-
BERT. For example, “+ KG-BERT” means filter the
augmented dataset with KG-BERT loss as illustrated in
Section 4.1.3.
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