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Abstract

Contrastive learning has been demonstrated
to be effective in enhancing pre-trained lan-
guage models (PLMs) to derive superior uni-
versal sentence embeddings. However, exist-
ing contrastive methods still have two limi-
tations. Firstly, previous works may acquire
poor performance under domain shift settings,
thus hindering the application of sentence rep-
resentations in practice. We attribute this low
performance to the over-parameterization of
PLMs with millions of parameters. To alleviate
it, we propose PromCSE (Prompt-based Con-
trastive Learning for Sentence Embeddings),
which only trains small-scale Soft Prompt (i.e.,
a set of trainable vectors) while keeping PLMs
fixed. Secondly, the commonly used NT-Xent
loss function of contrastive learning does not
fully exploit hard negatives in supervised learn-
ing settings. To this end, we propose to inte-
grate an Energy-based Hinge loss to enhance
the pairwise discriminative power, inspired by
the connection between the NT-Xent loss and
the Energy-based Learning paradigm. Empiri-
cal results on seven standard semantic textual
similarity (STS) tasks and a domain-shifted
STS task both show the effectiveness of our
method compared with the current state-of-the-
art sentence embedding models.'

1 Introduction

Learning universal sentence embeddings (Kiros
et al., 2015; Hill et al., 2016; Conneau et al.,
2017; Cer et al., 2018; Reimers and Gurevych,
2019) which convey high-level semantic informa-
tion without task-specific fine-tuning is a vital re-
search problem in Natural Language Processing
(NLP) communities. It could benefit a wide range
of applications such as information retrieval, ques-
tion answering, etc (Logeswaran and Lee, 2018).
Recently, fine-tuning Pre-trained Language Mod-
els (PLMs) (Devlin et al., 2019) with contrastive

'Our code is publicly avaliable at https://github.com/
YJiangcm/PromCSE
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Figure 1: The performance comparison between unsu-
pervised SimCSE and unsupervised PromCSE. Both
models are trained on 1 million unlabeled sentences
from English Wikipedia.

learning, which aims to pull semantically close
samples together and push apart dissimilar sam-
ples, has achieved extraordinary success in learn-
ing universal sentence representations (Liu et al.,
2021a; Giorgi et al., 2021b; Kim et al., 2021; Gao
et al., 2021; Chuang et al., 2022). In these works,
positive pairs are formed via data augmentation or
supervised datasets, whereas negative pairs are de-
rived from different sentences within the same mini-
batch. Then contrastive learning objective like nor-
malized temperature-scaled cross-entropy loss (N'T-
Xent) (Chen et al., 2020a; Gao et al., 2021) is used
for optimizing the model parameters. As a typi-
cal example, SImCSE (Gao et al., 2021) uses the
standard dropout as augmentation for constructing
positive pairs and achieves extraordinarily strong
performance on seven standard Semantic Textual
Similarity (STS) tasks.

Though effective, existing contrastive methods
for learning sentence representations still have two
limitations. Firstly, since universal sentence em-
beddings are often trained on a large corpus and
used off-the-shelf on a diverse range of tasks, such
domain shifts are commonplace and may pose chal-
lenges to the performance. As Figure 1 shows,
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SimCSE’s performance drops significantly when
applied on a domain-shifted STS task (Parekh et al.,
2021), where the texts are image captions. Such
non-robustness of large PLMs towards domain
shifts has also been observed in other studies. Ma
et al. (2019); Lester et al. (2021) found that tun-
ing PLMs with millions of parameters may result
in overfitting to the training data distribution and
hence vulnerability to domain shifts. Secondly, the
commonly used NT-Xent loss function in super-
vised sentence embedding models does not fully
exploit the hard negatives. Moreover, recent studies
(Wang et al., 2018; Deng et al., 2019) have shown
that the softmax-based loss is insufficient to acquire
the discriminating power. Thus, NT-Xent loss in
supervised models may not separate positives and
hard negatives sufficiently.

In this paper, we propose two techniques to ad-
dress the above-mentioned limitations. Firstly, we
propose the Prompt-based Contrastive Learning
for Sentence Embeddings (PromCSE) to allevi-
ate the domain shift problem, inspired by prompt
tuning (Lester et al., 2021; Li and Liang, 2021).
Specifically, we modify SimCSE by freezing the
entire pre-trained model and add multi-layer learn-
able Soft Prompt, which is simple yet achieves a
good balance between the expressiveness and the
robustness to distributional changes. Secondly, we
show that the contrastive learning framework under
NT-Xent loss (Chen et al., 2020b) could be seen
as an instance of Energy-Based Learning (Hinton,
2002; LeCun et al., 2006; Ranzato et al., 2007).
Inspired by this connection, we propose an Energy-
based Hinge (EH) loss to supplement NT-Xent loss
under supervised settings, which enhances the pair-
wise discriminative power by explicitly creating
an energy gap between positive pairs and the hard-
est negative pairs. We performed extensive ex-
periments using the seven commonly used STS
tasks and another out-of-domain STS task. For the
same-domain setting, the unsupervised PromCSE
can outperform SimCSE by around 2.2 points and
is on par with the current state-of-the-art (SOTA)
sentence embedding method on the seven stan-
dard STS tasks. For the out-of-domain setting,
the proposed unsupervised PromCSE can achieve
3.7 absolute points improvements over SimCSE
and even 1.2 absolute points improvements over
the current SOTA method, which demonstrates its
robustness to domain shifts. Moreover, we also
demonstrate that the EH loss can improve super-

vised SimCSE and PromCSE consistently over mul-
tiple pre-trained backbone models, achieving state-
of-the-art results among supervised sentence repre-
sentation learning methods.

Our contributions are summarized as follows:

* We identified two limitations of the SOTA
methods for both unsupervised and supervised
universal sentence representation learning in
their robustness to domain shifts and the for-
mulation of their loss functions.

* We propose a multi-layer, prompt-based solu-
tion, dubbed PromCSE, as a robust framework
for learning sentence embeddings in both the
supervised and unsupervised settings.

* We proposed the addition of an Energy-based
loss function term to the above contrastive
learning framework which can further boost
the performance of supervised sentence em-
beddings.

* Empirical results on seven standard STS tasks
and one domain-shifted STS task both verify
the effectiveness of our proposed method.

2 Related Work

2.1 Sentence Representation Learning

Learning universal sentence representations has
been studied extensively in prior works, roughly
categorized into supervised (Conneau and Kiela,
2018; Cer et al.,, 2018) and unsupervised ap-
proaches (Hill et al., 2016; Li et al., 2020). Su-
pervised methods train the sentence encoder on
datasets with annotations like the supervised Nat-
ural Language Inference (NLI) tasks (Cer et al.,
2018; Reimers and Gurevych, 2019). Unsupervised
approaches consider deriving sentence embeddings
without annotated data, e.g., average GloVe embed-
dings (Pennington et al., 2014), FastSent (Hill et al.,
2016) and Quick-Thought (Logeswaran and Lee,
2018). To leverage the rich semantic information
implicitly learned by PLMs, recent works have pro-
posed several technics to mitigate the anisotropy
issue (Ethayarajh, 2019; Li et al., 2020) of PLMs.
Post-processing methods like BERT-flow (Li et al.,
2020) and BERT-whitening (Su et al., 2021) at-
tempt to regularize the semantic space of sentences.
Contrastive learning approaches learn sentence em-
beddings by creating semantically close augmenta-
tions and pulling these representations to be closer
than representations of random negative examples,
which have achieved significant performance im-
provement (Yan et al., 2021; Liu et al., 2021a;
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Giorgi et al., 2021a; Gao et al., 2021; Jiang et al.,
2022; Shou et al., 2022; Zhou et al., 2022; Zhang
et al., 2022; Chuang et al., 2022).

2.2 Language Model Prompting

The language model prompting has emerged with
the introduction of GPT-3 (Brown et al., 2020),
which demonstrates promising few-shot perfor-
mance. Previous works design various discrete
prompts manually for specific tasks such as knowl-
edge extraction (Petroni et al., 2019). To reduce
the tedious process of prompt selection, works like
(Schick and Schiitze, 2020a,b; Shin et al., 2020)
focus on automatically searching discrete prompts.
However, the prompt search over discrete space is
time-consuming and sub-optimal due to the con-
tinuous nature of neural networks. To solve these
issues, (Lester et al., 2021; Li and Liang, 2021;
Zhong et al., 2021; Liu et al., 2021b) propose to
use soft prompts, which are sets of trainable vec-
tors in the frozen PLMs. These vectors allow the
optimization of the downstream tasks in an end-
to-end manner. As shown in (Lester et al., 2021),
PLMs with Soft Prompts can often perform better
in domain-shift settings.

2.3 Energy-based Learning

Energy-based Learning provides a common theo-
retical framework for many learning models, both
probabilistic and non-probabilistic (Hinton, 2002;
LeCun et al., 2006; Ranzato et al., 2007). Energy-
Based Models (EBMs) involve four key compo-
nents: a scalar energy function to measure the de-
gree of compatibility between each configuration
of the variables; the inference algorithm consisting
in setting the value of observed variables and find-
ing values of the remaining variables that minimize
the energy; the loss function which measures the
quality of the available energy functions using the
training set; the learning algorithm consisting in
finding an energy function that associates low en-
ergies to correct values of the remaining variables,
and higher energies to incorrect values. So far,
EBMs have been applied in sparse representation
learning (Ranzato et al., 2006), language modeling
(Mnih and Teh, 2012), text generation (Deng et al.,
2020), etc.

3 Methodology

In this section, we first present PromCSE, a prompt-
based contrastive learning framework for both un-

supervised and supervised sentence representation
learning in Section 3.1. Then we demonstrate that
the contrastive learning framework under NT-Xent
loss is an instance of Energy-based Learning in
Section 3.2. Eventually, inspired by Energy-based
Learning, we design an Energy-based Hinge loss
to supplement NT-Xent loss when hard negatives
are available in supervised datasets in Section 3.3.

3.1 Prompt-based Contrastive Learning

Our prompt-based contrastive learning framework
consists of two steps. Firstly, an encoder is built
by prepending Soft Prompt at each layer of the
PLM to acquire the sentence representation. Then
we optimize the sentence embedding vector space
based on the contrastive learning objective.

Sentence Encoder with Soft Prompt Fine-
tuning is the prevalent way to adapt Transformer-
based PLMs as encoders to obtain universal sen-
tence representations. However, model tuning may
be over-parameterized and more prone to overfit
the training data, to the detriment of similar tasks
in different domains.

As an alternative paradigm, prompt tun-
ing (Lester et al., 2021; Li and Liang, 2021) that
conditions a frozen PLM with Soft Prompt (i.e., a
sequence of continuous vectors prepended to the
input of PLMs) has been demonstrated to be com-
petitive with full model tuning while conferring
benefits in robustness to domain shifts. By freez-
ing the core language model parameters, prompt
tuning prevents the model from modifying its gen-
eral understanding of language. Instead, prompt
representations indirectly modulate the representa-
tion of the input. This reduces the model’s ability
to overfit a dataset by memorizing specific lexical
cues and spurious correlations. Motivated by this,
we propose to utilize prompt tuning for universal
sentence representations. During training, we only
update the parameters of soft prompts and fix all
PLMs parameters.

Different from (Lester et al., 2021) which only
adds Soft Prompt at the input layer, we prepend a
sequence of trainable vectors P/ = {p¥,...,p}'}
at each transformer layer inspired by (Liu et al.,
2021b). Then the i hidden states at the ;" layer
hg in the Transformers (Vaswani et al., 2017) are
defined as follows:

' el j=0Ai>k
h =1 pl, i<k (1)

Trans(hW~1);, otherwise

3023



where T'rans() denotes the forward function of the
Transformer block layer and e; denotes the fixed to-
ken embedding vector at the input layer. Compared
with (Lester et al., 2021), this enables gradients
to be backward updated at each layer and better
complete the learning tasks. During the training,
sentences are fed into the frozen PLM with the
prepended Soft Prompt, and we add an MLP layer
over the [C'LS] hidden state from the last layer of
PLM to obtain the sentence embeddings.

Contrastive Learning Objective We use the
most widely adopted training objective NT-Xent
loss (Chen et al., 2020a; Gao et al., 2021), which
has been applied in previous sentence and image
representation learning methods. Given a set of
paired sentences D = {(Xj, X:r)}:il where X;
and X ;L are semantically close, we regard X :r as
positive of X; and other sentences in the same mini-
batch as negatives. Let h; and hj denote the sen-
tence embeddings of X; and X;L , then NT-Xent
loss for a single sample in a mini-batch of size N
can be formulated as follows:

esim(hi ,h;r)/f

EC’L = — log (2)

é\;l esim(hi,hj)/r
where 7 is a temperature hyperparameter and
sim(hy,hg) is the cosine similarity function.

We follow SimCSE (Gao et al., 2021) that con-
structs positive pairs by feeding the same sentence
to the sentence encoder twice with diverse dropout
masks when only unlabeled text data is available.

3.2 Connecting Contrastive Learning with
Energy-based Learning

Given a set of training samples S§ =
{(X;,Y;),i=1...N} where X and Y are
two variables, Energy-Based Models (EBMs) use
an scalar energy function E(W,Y;, X;) indexed
by parameter W to measure the compatibility
between two variables. Note that small energy
values correspond to highly compatible configura-
tions of the variables, while large energy values
correspond to highly incompatible configurations.
The generalized negative log-likelihood loss of
EBMs (LeCun et al., 2006), which stems from a
probabilistic formulation of the learning problem
in terms of the maximum conditional probability
principle, is defined as follows:

Loy =EW,)Y, X))+ Fs(W, Y, X;)  (3)

where ) is the set of all possible values of
Y, F is the free energy of the ensemble
{E(M/vyqu)vy € y}

f/@’(VV, y, XZ) = glog </6y e—ﬁE(W,y,Xi)>
Yy
4)

where [ is a positive constant akin to an inverse
temperature. Consequently,

o~ BE(W,Y;, X))
L < —log

= ; &)
fyey e BE(W.y,X;)

Considering X; and Y; are both sentences under
the implicit constraint that X; and Y; are positive
pairs, we can define the energy function E as

EW,Y;, X;) = —sim(f(Xy), f(Y3))  (6)

where f is the sentence encoder parameterized by
W. According to Equation (6), the loss in Equation
(5) can be rewritten as

sim(f(X:).f(Yi)/ 5
S XS W)/ %

e

Ly o< —log @)

yeY

Therefore, we can see that the contrastive loss in
Equation (2) can be deemed as a special case of the
Energy-based negative log-likelihood loss.

3.3 Energy-based Hinge Loss

NLI datasets (Bowman et al., 2015; Williams et al.,
2018) that contain entailment, neutral, and contra-
diction sentence pairs have shown great success in
supervised sentence embedding learning (Conneau
et al., 2017; Reimers and Gurevych, 2019). Super-
vised SimCSE incorporate annotated sentence pairs
in contrastive learning by leveraging entailment
pairs as positives and extending in-batch negatives
with contradiction pairs, namely hard negatives.
The NT-Xent loss for supervised SImCSE is:

esim(hi hf) /7

Lo = —log jV: 1(€sim(hi,h;f)/7- L esimihih)/7

®)
where h;, hj, h;" correspond to the embeddings
of premise, entailment hypotheses and contradic-
tion hypotheses. Compared with in-batch nega-
tives, hard negatives are more syntactically simi-
lar to the anchor, thus making them more likely
to be misidentified as positives by the model. In
supervised and metric learning literature, it is well-

known that hard (i.e., true negative) examples can
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help guide a learning method to correct its mis-
takes more quickly (Schroff et al., 2015; Song
et al., 2016). However, the softmax-based NT-Xent
loss is shown to be insufficient to acquire the dis-
criminating power (Wang et al., 2018; Deng et al.,
2019), which may not adequately separate hard
negatives and positives. Besides, when the temper-
ature 7 — 0, NT-Xent loss degenerates to a triplet
loss with a margin of 0 (Wang and Liu, 2021). The
small 7 = 0.05 used in SimCSE avoids this case
but may still cause the sentence representations
insufficiently discriminative and, as a result, not
sufficiently robust to noise due to the small margin.

To alleviate the above-mentioned problem and
inspired by the Energy-based Learning (LeCun
et al., 2006), we propose to use the Energy-based
Hinge (EH) loss to supplement the original con-
trastive objective. We first give the following defi-
nition:

Definition 1 Suppose Y is a discrete variable.
For a training sample (X;,Y;), the most offending
incorrect answer Y/; is the one that has the lowest
energy among all answers that are incorrect:

Y; = argmin E(W,Y, X;) )
Y EVAY £Y;
Accordingly, the Energy-based Hinge (EH) loss is
defined as follows:

[m+ E(W,Y;, X;) — EOW,Y;, X))]+ (10

where m > 0 is the margin, and [z]+ = max(0, x).
Combining Equation (6) with Equation (10), we
can derive the energy-based hinge loss for sentence
embeddings:

Lom = i+ sim(h, ) — sim(h, 0L (1)

The EH loss enhances the pairwise discriminative
power by maximizing the decision margin m in
the semantic space. During the training, we use
the nearest sample among in-batch negatives and
hard negatives to approximate the most offending
incorrect answer; this works empirically well as
we observed that it is often the corresponding con-
tradiction hypothesis. Eventually, we can enhance
the optimization objective for our supervised mod-
els with the combination of Equation (8) and (11)

L=Lcr+ X LEg (12)

where A is a weighting coefficient. We set A to 10
empirically because the scale of L is around ten
smaller than L¢, during training.

4 Experiments

Our experiments are composed of two parts. We
first verify the effectiveness of our proposed ap-
proach on seven standard STS tasks in Section 4.1.
Then we evaluate the domain shift robustness of
our approach by testing on a domain shift STS task
in Section 4.2.

4.1 Standard STS

4.1.1 Setups

Dataset and Metric We use seven standard STS
datasets including STS tasks 2012-2016 (Agirre
et al., 2012, 2013, 2014, 2015, 2016), STS Bench-
mark (Cer et al., 2017) and SICK-Relatedness
(Marelli et al., 2014) for our experiments. Texts of
these datasets are from news, forums, lexical defi-
nitions, etc. Each sample in these datasets contains
a pair of sentences as well as a semantic similar-
ity score ranging from O to 5. We use SentEval
toolkit (Conneau and Kiela, 2018) for evaluation
and report the Spearman’s correlation on test sets
following previous works (Reimers and Gurevych,
2019; Gao et al., 2021).

Baselines We compare unsupervised and super-
vised PromCSE to previous state-of-the-art sen-
tence embedding methods. Unsupervised baselines
comprise average GloVe embeddings (Penning-
ton et al., 2014), average BERT embeddings (Gao
et al., 2021), and post-processing methods such as
BERT-flow (Li et al., 2020) and BERT-whitening
(Su et al., 2021). We also introduce strong unsu-
pervised baselines using contrastive learning, in-
cluding IS-BERT (Zhang et al., 2020), CT-BERT
(Carlsson et al., 2020), ConSERT (Yan et al., 2021),
Mirror-BERT (Liu et al., 2021a), SG-OPT (Kim
et al., 2021), SimCSE (Gao et al., 2021), DiffCSE
(Chuang et al., 2022) and PromptBERT (Jiang et al.,
2022). Methods taking extra supervision include
InferSent (Conneau et al., 2017), Universal Sen-
tence Encoder (Cer et al., 2018), SBERT (Reimers
and Gurevych, 2019) along with applying BERT-
flow, whitening and CT on it, ConSERT (Yan et al.,
2021) and SimCSE (Gao et al., 2021).

Implementation Details We implement our
models based on Huggingface’s transformers (Wolf
et al., 2020), where we also obtain the pre-trained
checkpoints of BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019). We use the identi-
cal training data as SImCSE (Gao et al., 2021).
Specifically, we train unsupervised PromCSE on

3025



Model STS12 STS13 STS14 STS15 STS16 STS-B  SICK-R  Avg.
Unsupervised models
GloVe embeddings (avg.)"‘ 55.14 70.66 59.73 68.25 63.66 58.02 53.76 61.32
BERT} s (first-last avg.)<> 39.70 59.38 49.67 66.03 66.19 53.87 62.06 56.70
BERTqsc-flow® 58.40 67.10 60.85 75.16 71.22 68.66 64.47 66.55
BERTbcLse—whitening<> 57.83 66.90 60.9 75.08 71.31 68.24 63.73 66.28
IS-BERT)qse 56.77 69.24 61.21 75.23 70.16 69.21 64.25 66.58
CT-BERT}qsc ¢ 61.63 76.80 68.47 77.50 76.48 74.31 69.19 72.05
ConSERT}q5.* 64.64 78.49 69.07 79.72 75.95 73.97 67.31 72.74
Mirror-BERT g ' 67.40 79.60 71.30 81.40 74.30 76.40 70.30 74.40
SG-OPT-BERT g 66.84 80.13 71.23 81.56 77.17 77.23 68.16 74.62
SimCSE-BERT ). 68.40 82.41 74.38 80.91 78.56 76.85 72.23 76.25
DiffCSE-BERT}qc * 72.28 84.43 76.47 83.90 80.54 80.59 71.23 78.49
PromptBERT g5 * 71.56 84.58 76.98 84.47 80.60 81.60 69.87 78.54
* PromCSE-BERT}q s 73.03 85.18 76.70 84.19 79.69 80.62 70.00 78.49
Supervised models
InferSent-GloVe*® 52.86 66.75 62.15 72.77 66.87 68.03 65.65 65.01
Universal Sentence Encoder® 64.49 67.80 64.61 76.83 73.18 74.92 76.69 71.22
SBERT)qsc® 70.97 76.53 73.19 79.09 74.30 77.03 72.91 74.89
SBERTqsc-flow® 69.78 71.27 74.35 82.01 77.46 79.12 76.21 76.60
SBERT;,M.S-whitening<> 69.65 77.57 74.66 82.27 78.39 79.52 76.91 77.00
CT-SBERTqsc < 74.84 83.20 78.07 83.84 77.93 81.46 76.42 79.39
ConSERT-BERT g, * 74.07 83.93 77.05 83.66 78.76 81.36 76.77 79.37
SimCSE-BERT ). 75.30 84.67 80.19 85.40 80.82 84.25 80.39 81.57
* SIMCSE-BERT 4 sc (reproduce)  75.13 84.35 80.26 85.45 80.83 84.29 80.39 81.53
* SimCSE-BERTy,, s + EH 75.22 84.93 81.37 85.94 80.94 84.78 80.38 81.94
* PromCSE-BERT4q se 75.58 84.33 79.67 85.79 81.24 84.25 80.79 81.81
* PromCSE-BERT}, s + EH 75.96 84.99 80.44 86.83 81.30 84.40 80.96 82.13
SimCSE-RoBERTayqs¢ © 76.53 85.21 80.95 86.03 82.57 85.83 80.50 82.52
* SimCSE-RoBERTay, s« + EH 76.83 85.67 81.57 86.35 82.72 86.84 80.56 82.86
* PromCSE-RoBERTap e 76.75 85.86 80.98 86.51 83.51 86.58 80.41 82.94
* PromCSE-RoBERTa;, s + EH 77.51 86.15 81.59 86.92 83.81 86.35 80.49 83.26
SimCSE—RoBERTalmge<> 77.46 87.27 82.36 86.66 83.93 86.70 81.95 83.76
* SIimCSE-RoBERTa;4,4. + EH 78.01 87.65 82.55 87.21 84.19 86.95 82.03 84.08
* PromCSE-RoBERTa4,ge 79.14 88.64 83.73 87.33 84.57 87.84 82.07 84.76
* PromCSE-RoBERTa;4,4. + EH 79.56 88.97 83.81 88.08 84.96 87.87 82.43 85.10

Table 1: The performance of different sentence embedding models on test sets of STS tasks (Spearman’s correlation).
The best performance and the second-best performance methods are denoted in bold and underlined fonts respectively.
&: results from (Reimers and Gurevych, 2019); <: results from (Gao et al., 2021); O: results from (Zhang et al.,
2020); #: results from (Yan et al., 2021); t: results from (Liu et al., 2021a); §: results from (Kim et al., 2021); ¢:
results from (Chuang et al., 2022); A: results from (Jiang et al., 2022); * : results from our experiments; + EH:
adding the Energy-based Hinge loss as shown in Equation (12).

1 million randomly sampled sentences from En-
glish Wikipedia for one epoch, and train supervised
PromCSE on the combination of MNLI (Williams
et al., 2018) and SNLI (Bowman et al., 2015)
datasets for ten epochs. The training proceeds with
the default random seed 42 for one run, the same as
SimCSE. The training details of hyperparameters
are shown in Appendix A.

4.1.2 Results

Table 1 shows that our unsupervised PromCSE-
BERT},s. significantly outperforms SimCSE-
BERT},,. and raises the averaged Spearman’s cor-

relation from 76.25% to 78.49%. Besides, it can
acquire competitive results with current state-of-
the-art Diff CSE-BERT,, . and PromptBERT}, ..
Note that although PromptBERT applies prompt-
ing to contrastive learning, it requires fine-tuning
the whole PLM and manually designing discrete
prompts (Jiang et al., 2022). Using supervised NLI
datasets, PromCSE also surpasses SimCSE consis-
tently based on various PLMs. Incorporating the
Energy-based Hinge loss under supervised settings
can further enhance SimCSE as well as PromCSE
consistently over multiple pre-trained backbone
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models. It pushes state-of-the-art results to 82.13%
using BERT}sc and 85.10% using RoOBERTa,ge.

4.2 Domain-Shifted STS
4.2.1 Setups

Dataset and Metric The cumbersome data an-
notation leads to few datasets for STS tasks. For-
tunately, we find a dataset with a different domain
from the training corpus and the standard STS tasks.
Crisscrossed Captions (CxC) (Parekh et al., 2021)
extends the English MS-COCO (Lin et al., 2014)
5k dev and test sets with continuous (0-5) human
similarity annotations, and it supports evaluation
for correlation measures that compare model rank-
ings with rankings derived from human similarity
judgments for text-text comparisons. We use the
STS task of CxC, whose texts are all image cap-
tions, to evaluate the domain-shifted robustness of
various sentence embedding models.

Due to CxC’s dense annotation where the scores
between many pairs are themselves correlated, we
choose a sampled Spearman’s bootstrap correlation
as the evaluation metric following (Parekh et al.,
2021). For each correlation estimate, we sample
half of the queries and for each selected query, we
choose one of the items for which CxC supplies a
paired rating. We compute Spearman’s r between
the CxC scores and the model scores for the se-
lected pairs. The final correlation is the average
over 1000 of these bootstrap samples.

Baselines We compare our unsupervised and su-
pervised models to current SOTA sentence embed-
ding methods. Unsupervised baselines include av-
erage GloVe embeddings (Pennington et al., 2014),
SimCSE (Gao et al., 2021), DiffCSE (Chuang et al.,
2022) and PromptBERT (Jiang et al., 2022). We
choose SimCSE (Gao et al., 2021) as the supervised
baseline. For reference, we also report two strong
baselines ALIGN (Jia et al., 2021) and MURAL
(Jain et al., 2021), which are trained specifically on
MS-COCO.

4.2.2 Results

Table 2 demonstrates that by directly testing model
checkpoints on the domain-shift CxC-STS dataset
without further training, our unsupervised Prom-
CSE remarkably boosts the performance of Sim-
CSE by 3.7%, with a much more significant gap
than 2.2% on standard STS tasks. Unsupervised
PromCSE even outperforms state-of-the-art Dif-
fCSE and PromptBERT by 1.1% and 1.2%, re-

CxC-STS
Model avg + std
GloVe embeddings (avg.)"’ 55.1+£0.6
* unsup-SimCSE-BERT4 e 67.5+1.2
* unsup-DiffCSE-BERT 4 e 70.1 £ 1.1
* unsup-PromptBERT ¢ s 70.0+1.1
* unsup-PromCSE-BERT s 71.2+1.1
* sup-SimCSE-BERT 4 e 73.0+1.1
* sup-SimCSE-BERT s + EH 732+1.0
* sup-PromCSE-BERT 4 e 73.6+1.0
* sup-PromCSE-BERT}qse + EH  74.0 £ 1.0
ALIGN-BERT . * 72.7+0.4
MURAL-BERTq..* 739+04

Table 2: Spearman’s R Bootstrap Correlation (x100)
on MS-COCO 5k test set using CxC annotations. *:
results from (Jain et al., 2021); * : results from our

experiments.
Model Avg. STS CxC-STS
SimCSE 76.25 67.5
PromCSE 78.49 71.2
layer-shared soft prompt 77.64 71.0
input-layer soft prompt 68.35 67.4

Table 3: Test results of seven standard STS tasks (Avg.
STS) and the CxC-STS task under different prompt

types.

spectively. Compared with supervised SimCSE,
PromCSE also achieves greater improvements on
the CxC-STS task than on standard STS tasks, in-
dicating better resilience to domain shifts. It is
remarkable that our supervised PromCSE + EH
could even outperform ALIGN and MUTUAL that
are trained with in-domain MS-COCO annotations,
reaching new state-of-the-art results.

5 Ablation Studies

We investigate how different ways of choosing
prompt type, prompt length and margin m affect
our models. We use BERT},,. model to evaluate
on seven standard STS tasks and the CxC-STS task.

Type of Soft Prompt In PromCSE, we prepend
multi-layer soft prompts to PLMs instead of only
the input (embedding) layer as (Lester et al., 2021).
Table 3 shows that only prepending soft prompts
to the input layer significantly jeopardizes the per-
formance of PromCSE on both standard STS tasks
and the CxC-STS task. While making the weights
of soft prompts shared across layers does not influ-
ence the effectiveness much.
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Model Align  Uniform
BERT}qse (first-last avg.) 0.195 -1.304
unsup-SimCSE-BERT s 0.238 -2.337
unsup-PromCSE-BERT4 s 0.117 -1.354
sup-SimCSE-BERT g se 0.241 -3.246
sup-SimCSE-BERT 4 e + EH 0.260 -3.349
sup-PromCSE-BERT s 0.325 -3.268
sup-PromCSE-BERT .5 + EH  0.366 -3.397

Figure 2: Test results of seven standard STS tasks (Avg.
STS) and the CxC-STS task under various lengths of
soft prompts.

m w/o 0 0.05 0.1 0.15
Avg. STS 81.53 81.56 81.73 81.75 81.87
m 0.2 0.25 0.3 0.35 04

Avg. STS 8194 8191 81.71 8148 81.36

Table 4: The average test set results of seven standard
STS tasks under different margin m.

Length of Soft Prompt The soft prompts in
PromCSE consist of a sequence of k trainable vec-
tors. Here we regard k as the length of soft prompts
and investigate its effect. Figure 2 shows that the
model performance on standard STS tasks and the
CxC-STS task rises as we increase the length of
soft prompts, and finally tends to stabilize when &
reaches around 12. It is interesting to observe that
even with k set to 1, our PromCSE can still out-
perform SimCSE by 0.25% on standard STS tasks
and 3% on the CxC-STS task, which indicates the
effectiveness and robustness of our method.

Margin m The margin m in Energy-based Hinge
loss (Equation (11)) controls the strength of the
pairwise discriminative power. As shown in Table
4, the best performance is achieved when m = 0.2,
either larger or smaller margin degrade the perfor-
mance. This matches our intuition that small m
may have little effect, and large m may overextend
the distance between negative pairs.

6 Alignment and Uniformity Analysis

Alignment and uniformity are two properties pro-
posed by (Wang and Isola, 2020) to measure the
quality of representations. Specifically, given the
distribution of positive pairs p;,s and the distribu-
tion of the whole dataset pg,¢, alignment computes
the expected distance between normalized embed-
dings of the paired sentences:

latign 2 E || flz) = fla®) |?

z,r )\"ppos

(13)

Table 5: Alignment and Uniformity measured on STS-
B. The smaller numbers are better.

While uniformity measures how well the embed-
dings are uniformly distributed in the representa-
tion space:

e 2F@=1WIP (14)

gum’form £ log . ‘IS:

i
z,y Pdata

It can be seen in Table 5 that unsupervised Prom-
CSE and supervised PromCSE are optimizing the
representation space in two different directions.
Compared with SimCSE, unsupervised PromCSE
acquires better alignment, while supervised Prom-
CSE has better uniformity. Besides, the Energy-
based Hinge loss improves the uniformity of su-
pervised models, which verifies its effectiveness in
enhancing the pairwise discriminative power. To di-
rectly look into the representation space of different
models, we visualize the cosine similarity distribu-
tion of sentence pairs from STS-B dataset for both
SimCSE and PromCSE in Appendix B. It can be
observed in Figure 3 that unsupervised PromCSE
preserves a lower variance while supervised Prom-
CSE shows a more scattered distribution compared
to SimCSE, corresponding to better alignment and
uniformity, respectively.

7 Conclusion

This paper presents PromCSE, a prompt-based con-
trastive learning framework that improves univer-
sal sentence embeddings for resilience to domain
shifts. Additionally, we theoretically show that
the contrastive learning framework under NT-Xent
loss is an instance of energy-based learning. To
further boost the performance of supervised sen-
tence embeddings, we propose an Energy-based
Hinge loss to supplement NT-Xent loss. Exten-
sive experiments on seven STS tasks and one do-
main shift STS task both verify the effectiveness
of our method compared to current state-of-the-art
supervised and unsupervised sentence embedding
models.
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Limitations

In this section, we illustrate the limitations of our
method. Firstly, although PromCSE outperforms
SimCSE on STS tasks under both unsupervised
and supervised settings, it cannot boost the perfor-
mance of SimCSE on supervised transfer tasks, as
shown in Appendix C. We share a similar senti-
ment with (Reimers and Gurevych, 2019) that the
primary goal of sentence embeddings is to cluster
semantically similar sentences. Hence, we take
STS results as the main comparison in this paper.
Secondly, our proposed Energy-based Hinge loss
is shown to be useful when hard negatives are avail-
able in supervised NLI datasets. However, how to
automatically sample or generate hard negatives
with unlabeled data is not discussed in this paper.
We believe that designing algorithms that can au-
tomatically retrieve hard negatives will be a good
direction for future work to improve the perfor-
mance of unsupervised sentence embeddings.

Ethics Statement

Since our method relies on pre-trained language
models, it may run the danger of inheriting and
propagating some of the models’ negative biases
from the data they have been pre-trained on (Ben-
der et al., 2021). Furthermore, we do not see any
other potential risks.
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A Training Details

We conduct experiments on 4 NVIDIA 3090Ti
GPUs. The maximum sequence length is set to
32, and the temperature 7 in NT-Xent loss is set
to 0.05. Adam optimizer is used with a linear de-
cay schedule. We use grid-search of batch size
€ {256,512}, initial learning rate € {5e-3, le-2,
3e-2} (prompt tuning requires relative larger initial
learning rate than fine-tuning) and prompt length
€ {10,12,14, 16}. During the training process, we
save the checkpoint with the highest score on the
STS-B development set, by evaluating our model
every 125 training steps. And then we use STS-B
development set to find the best hyperparameters
(listed in Table 6).

Unsupervised Supervised
BERT BERT RoBERTa
base base  base large
Batch size 256 256 512 512
Learning rate 3e-2 le-2 le-2 5e-3
Prompt length 16 12 10 10

Table 6: The main hyperparameters for PromCSE in
standard STS tasks.

As for Energy-based Hinge loss, the margin m
is set to 0.2 according to the ablation study in Sec-
tion 5. When adding Energy-based Hinge loss to
supervised SimCSE, we do not change the training
configurations of the original SIimCSE.

For both unsupervised and supervised PromCSE,
we take the [C'LS]| representation with an MLP
layer on top of it as the sentence representation.
Specially, for unsupervised PromCSE, we discard
the MLP layer and only use the [C'LS] output dur-
ing test, the same as SimCSE (Gao et al., 2021).

Prompt Initialization (Li and Liang, 2021)
find that the parameter initialization of the Soft
Prompt has a significant impact in low-data settings.
Though our unsupervised and supervised training
data both exceed 100,000, we still attempted var-
ious initialization strategies for soft prompts of
PromCSE including (1) random initialization; (2)
initializing with manual discrete prompt like "The
meaning of the sentence"; (3) using an LSTM to
generate the sequence of Soft Prompt; (4) first pre-
training Soft Prompt by training PromCSE using
the Masked Language Modeling (MLM) objective
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on the training data. However, we find that different
initialization strategies do not have much impact
on our tasks. As a result, we randomly initialize
the soft prompts using the default init_weights
function provided by Huggingface’s transformers
(Wolf et al., 2020) for all the experiments.

B Distribution of Sentence Embeddings

We visualize the cosine similarity density plots of
various models on the STS-Benchmark dataset in
Figure 3. Concretely, we split the STS-B dataset
into five similarity levels according to their golden
labels and count all similarity scores in each sen-
tence level.

C Supervised Transfer Tasks for Sentence
Embeddings

Following (Gao et al., 2021), we evaluate our
models with SentEval toolkit (Conneau and Kiela,
2018) on several supervised transfer tasks, includ-
ing: MR (Pang and Lee, 2005), CR (Hu and Liu,
2004), SUBJ (Pang and Lee, 2004), MPQA (Wiebe
etal., 2005), SST-2 (Socher et al., 2013) and MRPC
(Dolan and Brockett, 2005). A logistic regression
classifier is trained on top of (frozen) sentence em-
beddings produced by different methods. The eval-
uation results are listed in Table 7 for reference.
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Figure 3: Cosine Similarity Density Plots of different models between sentence pairs in STS-B. Pairs are divided
into five groups based on ground truth ratings (higher means more similar). The x-axis is the model predicted cosine
similarity.

Model MR CR SUBJ] MPQA SST-2 TREC MPRC Avg.
Unsupervised models

GloVe embeddings (avg.)® 77.25 7830 91.17 87.85 80.18  83.00 72.87 81.52
Skip-thought” 76.50 80.10 93.60 87.10 82.00 9220 73.00 83.50
BERT}qs. (first-last avg.)® 78.66 86.25 9437  88.66 84.40  92.80 69.54 84.94
BERT4qsc (CLS)* 78.68 84.85 9421 88.23 84.13 9140 71.13 84.66
IS-BERThqse 81.09 87.18 9496 88.75 85.96 88.64 74.24 85.83
SimCSE-BERT 4 ¢ 81.18 86.46 9445 88.88 85.50 89.80 74.43 85.81
* PromCSE-BERT 45 80.95 8546 9450 89.46 84.84  88.40 74.61 85.46

Supervised models

InferSent-GloVe® 81.57 86.54 9250 90.38 84.18  88.20 75.77 85.59
Universal Sentence Encoder®  80.09 85.19 9398  86.70 86.38  93.20 70.14 85.10
SBERT}q.c® 83.64 89.43 9439 89.86 88.96 89.60 76.00 87.41
SimCSE-BERT a5 ¢ 82.69 89.25 94.81 89.59 87.31  88.40 73.51 86.51
* SIMCSE-BERT s + EH 82.81 88.82 9434 8998 88.14  86.20 74.90 86.46
* PromCSE-BERT ¢ 5 81.86 88.56 93.78 89.69 86.44  82.80 75.36 85.50

* PromCSE-BERTqsc + EH  81.80 89.85 93.92  90.72 87.05  82.60 75.43 85.91

Table 7: Transfer task results of different sentence embedding models (measured as accuracy). &: results from
(Reimers and Gurevych, 2019); O: results from (Zhang et al., 2020); {>: results from (Gao et al., 2021); * : results
from our experiments; + EH: adding the Energy-based Hinge loss as shown in Equation (12).
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