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Abstract

Multi-Label Few-Shot Aspect Category Detec-
tion (FS-ACD) is a new sub-task of aspect-
based sentiment analysis, which aims to de-
tect aspect categories accurately with limited
training instances. Recently, dominant works
use the prototypical network to accomplish this
task, and employ the attention mechanism to
extract keywords of aspect category from the
sentences to produce the prototype for each as-
pect. However, they still suffer from serious
noise problems: (1) due to lack of sufficient
supervised data, the previous methods easily
catch noisy words irrelevant to the current as-
pect category, which largely affects the quality
of the generated prototype; (2) the semantically-
close aspect categories usually generate simi-
lar prototypes, which are mutually noisy and
confuse the classifier seriously. In this pa-
per, we resort to the label information of each
aspect to tackle the above problems, along
with proposing a novel Label-Driven Denois-
ing Framework (LDF). Extensive experimental
results show that our framework achieves better
performance than other state-of-the-art meth-
ods. Our code and datasets are available at
https://github.com/1429904852/LDF.

1 Introduction

Aspect Category Detection (ACD) is an important
subtask of fine-grained sentiment analysis (Pon-
tiki et al., 2014), which aims to detect the aspect
categories mentioned in a review sentence from a
predefined set of aspect categories. For example,
given the sentence “The service is good although
rooms are pretty expensive.”, the ACD task is to
detect two aspect categories from the sentence, re-
spectively service and price. Obviously, the ACD
belongs to a multi-label classification problem.
Recently, with the development of deep learn-
ing technique, a great number of neural models
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Support set

Sentences

(1) first time, burger was not fully cooked
and my smash fries were cold.

(2) food was over priced, but okay not
great.

Aspect Category

(A) food_food_meat_burger

(1) my brother and i stopped in for lunch.
(2) lunch has a great option of picking one
or two food with rice.

(B) food_mealtype_lunch

(1) i prefer the other location to be honest.

C) restaurant_location .
© - (2) there’s a new standard in town.

Query set
Aspect Category Sentences
(B) (1) went back today for lunch.
(A) and (C) (2) food is whats to be expected at a neigh-
borhood grill.

Table 1: An example of 3-way 2-shot meta-task. A
sentence (instance) may belong to multiple aspects.

have been proposed for the ACD task (Zhou et al.,
2015; Schouten et al., 2018; Hu et al., 2019). The
performance of all these models heavily rely on
sufficient labeled data. However, the annotation
of aspect categories in ACD is extremely expen-
sive. The limited labeled data restrict the effective-
ness of neural models. To alleviate the issue, Hu
et al. (2021) refer to few-shot learning (FSL) (Ravi
and Larochelle, 2017; Finn et al., 2017; Snell et al.,
2017; Gao et al., 2019) and formalize ACD as a
few-shot ACD (FS-ACD) problem, learning aspect
categories with limited supervised data.

FS-ACD follows the meta-learning paradigm
(Vinyals et al., 2016) and builds a collection of V-
way K-shot meta-tasks. Table 1 shows a 3-way 2-
shot meta-task, which consists of a support set and
a query set. The support set samples three classes
(i.e., aspect categories), and each class selects two
sentences (instances). A meta-task aims to infer the
classes of sentences in the query set with the help of
the small labeled support set. By sampling different
meta-tasks in the training stage, FS-ACD can learn
great generalization ability in few-shot scenario
and works well in the testing stage. To perform
the FS-ACD task, Hu et al. (2021) proposes an
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attention-based prototypical network Proto-AWATT.
It first exploits an attention mechanism (Bahdanau
etal., 2015) to extract keywords from the sentences
corresponding to aspect category in the support
set, and then aggregate them as evidence to gen-
erate a prototype for each aspect. Next, the query
set utilizes the prototypes to generate correspond-
ing query representations. Finally, the prediction
is made by measuring the distance between each
prototype representation and corresponding query
representation in the embedding space.

Though achieving impressive progress, we find
the noise is still a crucial problem for the FS-ACD
task. The reason comes from two folds. On the
one hand, the previous models easily catch noisy
words irrelevant to the current aspect category due
to the lack of sufficient supervised data, which
largely affects the quality of the generated proto-
type. As shown in Figure 1, take the prototype
of aspect category food_food_meat_burger as an
example. We highlight its top-10 words based
on attention weights of Proto-AWATT. Because of
lacking sufficient supervised data, we observe the
model tends to focus on these common but noisy'
words, such as “a”, “the”, “my”. These noisy
words fail to produce a representative prototype
for each aspect, resulting in the discounted perfor-
mance. On the other hand, the semantically-close
aspect categories usually produce similar proto-
types, these close prototypes are mutually noisy
and confuse the classifier greatly. According to the
statistics, nearly 25% of aspect category pairs in the
benchmark dataset have similar semantics, such as
food_food_meat_burger and food_mealtype_lunch
in Table 1. Apparently, the prototypes generated
by these semantically-close aspect categories can
interfere with each other and confuse the detection
results of FS-ACD seriously.

To tackle the above issues, we propose a novel
Label-Driven Denoising Framework (LDF) for the
FS-ACD task. Specifically, for the first issue, the la-
bel text of aspect category contains rich semantics
describing the concept and scope of aspect, such as
the text “restaurant location” for the aspect restau-
rant_location, which intuitively help the attention
capture label-relevant words better. Therefore, we

'we randomly sample 100 meta-tasks in the benchmark
dataset and then visualize the top-10 words of each prototype
in the support set based on the attention weight of Proto-
AWATT. According to the statistics, about 31.4% of the pro-
totypes assign the highest three attention weights to those
common but noisy words.

food food meat burger
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Figure 1: Visualization of the top-10 words for the
prototype of aspect category food_food_meat_burger
according to the attention weights of Proto-AWATT.

propose a label-guided attention strategy to filter
noisy words and guide LDF to yield better aspect
prototypes. Given the second issue, we propose
an effective label-weighted contrastive loss, which
incorporates inter-class relationships of support set
into a contrastive objective function, thereby en-
larging the distance among similar prototypes.
Our contributions are summarized as follows:

* To the best of our knowledge, we are the first
to exploit the label information of each aspect
to address noise problems in the FS-ACD task.

* We propose a novel Label-Driven Denoising
Framework (LDF), which contains a label-
guided attention strategy to filter noisy words
and generate a representative prototype for
each aspect, and a label-weighted contrastive
loss to avoid generating similar prototypes for
semantically-close aspect categories.

* The LDF framework has good compatibility
and can be easily extended to existing models.
In this work, we apply it to two latest FS-ACD
models, Proto-HATT (Gao et al., 2019) and
Proto-AWATT (Hu et al., 2021). Experimental
results on three benchmark datasets prove the
superiority of our framework.

2 Notations and Background

In this section, we first present the task formaliza-
tion of FS-ACD and then give brief introductions
to the background.

2.1 Task Formalization

The FS-ACD task follows the meta-learning
paradigm (Vinyals et al., 2016). Specifically, given
labeled instances from a set of classes (i.e., aspect
categories) Clrqin, the goal is to acquire knowledge
from Clyqin and use the knowledge to recognize
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novel classes, which have only a few labeled in-
stances. These novel classes belong to a set of
classes Clyes: and disjoint from Clpqin.

To emulate the few-shot scenario, meta-learning
algorithms learn from a group of N-way K-shot
meta-tasks sampled from C},.q;,,. Within each meta-
task, we randomly select IV classes (N-way) from
Clrain, €ach with K instances (K -shot) to form
a support set S = {s7|k = 1,..., K})_,. Mean-
while, M instances are sampled from the remain-
ing data of the IV classes to construct a query set
9 ={(g;, y;) |y; € RV}M, wherey, is a binary
label vector whose n-th bit is set to 1 if g, belongs
to the n-th class (i.e., aspect category), O otherwise.
A meta-task aims to infer the class(es) of query
instance g; in Q according to a small labeled sup-
port set S. By sampling different meta-tasks in the
training stage, FS-ACD can learn great generaliza-
tion ability. During the testing stage, we apply the
same manner to test whether our model can adapt
quickly to novel classes within Cleg;.

2.2 Background

In this work, we abstract a general attention archi-
tecture based on the Proto-AWATT (Hu et al., 2021)
and Proto-HATT (Gao et al., 2019) models, which
both achieve satisfying performance and thus are
chosen as the foundations of our work.

Given a instance s} = {w1, wo, ..., w;} consist-
ing [ words, we first map it into an word sequence
ep = {e1,ea,...,e;} by looking up an embedding
table. And then, we apply a convolutional neural
network (CNN) (Zeng et al., 2014; Gao et al., 2019)
to encode the word sequence into a contextual rep-
resentation H;'. Next, an attention layer assigns a
weight 5 to each word in the instance. The final
instance representation is given by:

B = ATTw (Hy), (D
ry = BH, 2

where H! is the k-th instance representation of the
class n in the support set S, ATTyy (-) denotes an
attention mechanism. After that, we aggregate all
instance representations for the class n to produce
the prototype:

r" = Aggregation(r7, ..., r' ), 3)

where Aggregation(-) denotes the attention mecha-
nism or average pooling operation. After process-
ing all classes in the support set S, we obtain N
prototypes {r!, 72, .../, ...,rN}.

Similarly, for a query instance g;, we first en-
code g, to obtain its contextual representation, and
then exploit an attention mechanism to produce N
prototype-specific query representations r;' based
on the N prototypes. After that, we compute the
Euclidean distance (ED) between each prototype
and the corresponding prototype-specific query rep-
resentation. Finally, we normalize the negative
Euclidean distances to obtain the ranking of pro-
totypes and use a threshold to select the positive
predictions (i.e., aspect categories).

y; = softmax(—ED(r",r}')),n € [1, N]  (4)

The training objective is the mean square error
(MSE) loss as follows:

M
= (5 - )’ (5)

=1

['mse

3 Label-Driven Denoising Framework

Figure 2 shows the overall architecture of LDF,
which contains two components: Label-guided At-
tention Strategy and Label-weighted Contrastive
Loss. With the aid of label information, the former
can focus on the class-relevant words better, thus
producing a more accurate prototype for each class,
the latter utilizes the inter-class relationships of
support set to avoid generating similar prototypes.

3.1 Label-guided Attention Strategy

Due to lack of sufficient supervised data, the at-
tention weights 8 in Equation 1 usually focus on
some noisy words irrelevant to the current class
(i.e., aspect category), resulting in the prototype in
Equation 3 becoming unrepresentative.
Intuitively, the label text of each class contains
rich semantics, which can provide guidance for
capturing class-relevant words. Thus, we leverage
label information to tackle the above problem and
propose a Label-guided Attention Strategy.
Specifically, we first locate the keywords of each
class by calculating the semantic similarity be-
tween the label and each word in the instance:

a = cos(L", ef), (6)

where L™ is the label embedding of class n in
the support set and calculated by averaging the
multiple word embeddings of each class (e.g.,
food_food_meat_burger), e is the word embed-
ding of instance s}, cos(-) is the cosine function.
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Figure 2: The overview of our proposed LDF framework.

Under the constraints of label information, the
similarity weight « tends to focus on the limited
words? highly relevant to the label text and may
neglect other informative words. Thus, we take it
as the complementary information of the attention
weights 3 to generate a more comprehensive and
accurate attention weight 6. Formally,

0 = Wela; Bl + by )

where W and b, are weight matrices and bias, [- ; -]
denotes the concatenation operation.

Then, to regain the probabilistic attention distri-
bution, the attention weight 6 is re-normalized:

6 = softmax () (8)

Finally, we replace 3 in Equation 1 with the
new attention vector 6 to obtain a representative
prototype for each class in the support set.

3.2 Label-weighted Contrastive Loss

As mentioned before, the semantically-close aspect
categories often generate similar prototypes in the
support set, which are mutually noisy and confuse
the classifier seriously.

Intuitively, a feasible and natural approach is
to leverage supervised contrastive learning (CL)

*We randomly sample 100 meta-tasks in the benchmark
dataset and then visualize the words focused by each class in
the support set based on the similarity weight «.. Statistically,
around 79% of the classes can only focus on less than 4 words
each time, resulting in the prototype generated by them not
being robust. Thus, we only use it as complementary informa-
tion of the attention weight, instead of directly replacing the
attention weight. The results in Table 6 also verify this point.

(Khosla et al., 2020), which can push the prototype
of different classes away as follows:

~1
2 [P(n, k)|

(n,k)e(N,K)

Z log

rpeP(n,k)

Escl =

exp(ry -y /T)

2rme(NE N (nk) PR - T/ T)

®
where P(n, k) is the positive set of 7} in Equation
2, which contains all the other samples (e.g., ;) of
the same class with 7} in the support set. The rest
of the (IV-1)x K samples in the support set belong
to the negative set, where r;" is one negative sample
from class m, T is a temperature parameter.

However, the supervised CL does not well-
resolve our problem since it treats different proto-
types equally in the negative set, while our goal is
to encourage the more similar prototypes to be far-
ther apart. For example, “food_food_meat_burger”
is semantically closer to “food_mealtype_lunch”
than “room_bed”’. Thus, “food_food_meat_burger”
should be farther from “food_mealtype_lunch’” than
“room_bed”’ in the negative set.

To achieve this goal, we again leverage the label
information and propose to incorporate inter-class
relationships into the supervised CL to adaptively
distinguish similar prototypes in the negative set:
3 -1

[P (n, k)|

(n,k)e(N,K)

Z log

ra€P(n,k)

L =

exp(ry - 7‘;}/7')
D rm (N, K\ (nyk) Wmn - €Xp(ry - T /T)
(10)
where w,,,, denotes the cos similarity between dif-
ferent classes in the negative set and is computed

2393



as follows:

Wy, = cos(L™, L"), (11
where L™ and L™ are the label embedding of the
class m and n. The final loss is formulated as:

L= Emse + )\ﬁlcl (12)
where A is a hyper-parameter that measures the
importance of £;.; and can be adjusted.

4 Experimental Settings

4.1 Datasets and Implementation Details

To evaluate the effect of our framework,
we carry out experiments on three datasets
FewAsp (single), FewAsp (multi), and
FewAsp from (Hu et al., 2021), which share the
same 100 aspects, with 64 aspects for training, 16
aspects for validation and 20 aspects for testing. It
is notable that a sentence may belong to a single
aspect or multiple aspects. FewAsp (single),
FewAsp (multi), and FewAsp are composed
of single-aspect, multi-aspect, and both types of
sentences, respectively. General information for
three datasets is presented in Table 2.

In each dataset, we construct four FS-ACD tasks,
where N =5, 10 and K =5, 10. And the number
of query instances per class is 5. All the models are
implemented by the Tensorflow framework with an
NVIDIA Tesla V100 GPU. The hyperparameters
and training details are given in Appendix A.1.

4.2 Evaluation Metrics

Following (Hu et al., 2021), we use Macro-F1 and
AUC scores as our evaluation metrics, and the
thresholds in the 5-way setting and 10-way set-
ting are set to {0.3, 0.2}, respectively. Besides, the
paired ¢-test is conducted to test the significance
of different approaches. Finally, we report the av-
erage performance and standard deviation over 5
runs, where the seeds are set to [5, 10, 15, 20, 25],
as with the previous study (Hu et al., 2021).

4.3 Compared Methods

Following (Hu et al.,, 2021), we chose some
frequently-used baselines: Matching Network
(Vinyals et al., 2016), Prototypical Network (Snell
et al., 2017), Relation Network (Sung et al., 2018),
Graph Network (Satorras and Estrach, 2018), IMP
(Allen et al., 2019), Proto-HATT (Gao et al., 2019)
and Proto-AWATT (Hu et al., 2021).

Dataset ‘ #cls. ‘ #inst./cls. | #inst.
FewAsp(single) | 100 200 20000
FewAsp(multi) | 100 400 40000
FewAsp 100 630 63000

Table 2: Statistics of three datasets. #cls. is the num-
ber of classes. #inst. is the total number of instances.
#inst./cls. is the number of instances per class.

To verify the superiority of the LDF framework,
we chose two dominant models with the best perfor-
mance as the foundations of our work, i.e., Proto-
HATT and Proto-AWATT. Finally, we integrate LDF
into Proto-HATT and Proto-AWATT to obtain the
model LDF-HATT and LDF-AWATT.

5 Results and Discussion

5.1 Main Results

The main experiment results are shown in Ta-
ble 3. From this table, we can see that: (1)
LDF-HATT and LDF-AWATT consistently outper-
form their base models on three datasets. It is
worth mentioning that LDF-HATT at most ob-
tains 5.62% and 1.32% improvements in Macro-F1
and AUC scores. In contrast, LDF-AWATT out-
performs Proto-AWATT by 3.17% and 1.30% at
most. These results reveal that our framework
has good compatibility; (2) It is a fact that the
Macro-F1 of LDF-AWATT is improved by about
2% in most settings, while that of LDF-HATT
is improved by about 3% on average. This is
consistent with our expectations since the orig-
inal Proto-AWATT has a more powerful perfor-
mance; (3) LDF-HATT and LDF-AWATT perform
better on the FewAsp (multi) dataset than on
the FewAsp (single) dataset. A possible rea-
son is that each class in the FewAsp (multi)
dataset contains more instances, which allows LDF-
HATT and LDF-AWATT to generate a more accu-
rate prototype in multi-label classification.

5.2 Ablation Study

Without loss of generality, we choose LDF-AWATT
model for the ablation study to investigate the ef-
fects of different components in LDF°.

Effect of Label-Driven Denoising Framework.
We study the two main components of LDF:
Label-guided Attention Strategy (LAS) and Label-
weighted Contrastive Loss (LCL). Based on the

Due to space limitations, we report the ablation results of
LDF-HATT in Appendix A.3.
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Models 5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot
F1 AUC F1 AUC F1 AUC F1 AUC
FewAsp

Proto-HATT 70.26 91.54 75.24 93.43 57.26 90.63 61.51 92.86
LDF-HATT | 73.56'40.47 92.607+0.23 | 78.811+0.93 94.757+0.43 | 60.687+0.92 91.22+0.53 | 67.131+0.94 94.127+0.29

A +3.30 +1.06 +3.57 +1.32 +3.42 +0.59 +5.62 +1.26

Proto-AWATT 75.37 93.35 80.16 95.28 65.65 92.06 69.70 93.42
LDF-AWATT | 78.277+0.89 94.651+0.41 | 81.877+0.48 95.71+0.26 | 67.137+0.41 92.74+0.12 | 71.977+049 94.29+0.25

A +2.90 +1.30 +1.71 +0.43 +1.48 +0.68 +2.27 +0.87

FewAsp(single)

Proto-HATT 83.33 96.45 86.71 97.62 73.42 95.71 77.65 97.00
LDF-HATT | 84.417+0.46 97.06+0.16 | 88.157+1.00 98.1240.31 | 76.271+1.08 96.38+0.37 | 80.547+0.97 97.45+0.14
A +1.08 +0.61 +1.44 +0.50 +2.85 +0.67 +2.89 +0.45
Proto-AWATT 86.71 97.56 88.54 97.96 80.28 97.01 82.97 97.55
LDF-AWATT | 88.16'+0.62 98.29+0.32 | 89.32+0.92 98.38+0.13 | 81.737+0.96 97.51+0.33 | 84.20'+0.21  97.96-+0.30
A +1.45 +0.73 +0.78 +0.42 +1.45 +0.50 +1.23 +0.41
FewAsp(multi)

Proto-HATT 69.15 91.10 73.91 93.03 55.34 90.44 60.21 92.38
LDF-HATT | 72.137+0.79 92.197+0.33 | 76.527+0.74  93.68+0.36 | 59.10'+1.04 91.00+0.51 | 65.317+0.57 92.99+0.24
A +2.98 +1.09 +2.61 +0.65 +3.76 +0.56 +5.10 +0.61
Proto-AWATT 71.72 91.45 77.19 93.89 58.89 89.80 66.76 92.34
LDF-AWATT | 73.38740.73  92.627+0.32 | 78.811+0.19  94.34+0.15 | 62.06'+0.54 90.877+0.48 | 68.231+0.98  92.93+0.44
A +1.66 +1.17 +1.62 +0.44 +3.17 +1.07 +1.47 +0.59

Table 3: Test Macro-F1 and AUC score on the FewAsp, FewAsp(single), and FewAsp(multi) datasets (%). The
results of Proto-HATT and Proto-AWATT are retrieved from (Hu et al., 2021). We report the average performance
and standard deviation over 5 runs, the thresholds in the 5-way setting and 10-way setting are set to {0.3, 0.2}.
Best results are in bold. The marker T refers to significant test p-value < 0.05 when comparing with Proto-HATT
and Proto-AWATT. A denotes the difference between the performance of Proto-HATT and LDF-HATT, as well as
Proto-AWATT and LDF-AWATT. Due to space constraints, we report other baseline results in Appendix A.2.

Models 5-way S-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot

F1 AUC F1 AUC F1 AUC F1 AUC
Proto-AWATT | 7537 9335 | 80.16 9528 |  65.65 9206 |  69.70 93.42
Proto-AWATT+LAS | 77.31£1.96  94.42+0.67 | 81.19+£0.84 95.49+0.36 | 66.48+3.02 92.544+0.70 | 71.12+1.14  94.2640.40
Proto-AWATT+LCL | 77.06£0.71 94.20£0.26 | 80.78+£0.39 95.44+0.22 | 66.20£1.26 92.384+0.45 | 70.83+0.66 94.074+0.33
Proto-AWATT+SCL | 76.11£1.76  93.67+£0.80 | 80.24£2.99 95.31+1.01 | 65.76£2.17 92.36+0.60 | 70.03+£2.69 93.93+0.67
LDF-AWATT ‘ 78.27+0.89 94.651+0.41 ‘ 81.87+0.48 95.714+0.26 ‘ 67.13+0.41 92.74+0.12 ‘ 71.97+0.49 94.294+0.25

Table 4: Ablation study over two main components on FewAsp dataset. The ablation results of FewAsp(single) and

FewAsp(multi) datasets are included in Appendix A.3.

results in Table 4, we can make a couple of obser-
vations: (1) Compared to the base model Proto-
AWATT, Proto-AWATT+LAS achieves competitive
performance on three datasets, which validates the
rationality of exploiting label information to gen-
erate a better prototype for each class; (2) After
integrating LCL into Proto-AWATT+LAS, LDF-
AWATT achieve the state-of-the-art performance,
which demonstrates that LCL is beneficial to distin-
guish similar prototypes; (3) LAS is more effective
than LCL. A possible reason is that the attention
mechanism is the core factor in producing the proto-
type. Hence, it contributes more to our framework.

Analysis of Label in Contrastive Loss. We com-
pare Lable-weighted Contrastive Loss (LCL) with

the Supervised Contrastive Loss (SCL) to see
the contribution of label. It can be seen from
Table 4 that: (1) Proto-AWATT+SCL performs
slightly better than Proto-AWATT on FewAsp
dataset, but their results are much lower than Proto-
AWATT+LCL. These results further highlight the
effectiveness of LCL; (2) After integrating inter-
class relationships into Proto-AWATT+SCL, Proto-
AWATT+LCL achieve better performance, which
indicates that the inter-class relationships play a
crucial role in distinguishing similar prototypes.

5.3 Discussion

Effect of Encoder. We also conduct experiments
(shown in Table 5) using the pre-trained BERT
model (Devlin et al., 2019). Concretely, we replace
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Figure 3: Effect of A in the 10-way 5-shot setting on three dataset.

Model GloVe + CNN BERT

odets F1 AUC F1 AUC
Proto-HATT* 57.26 90.63 57.33 89.70
LDF-HATT 60.6840.92 91.22+0.53 | 63724027 91.99+0.12
Proto-AWATT* |  65.65 92.06 70.09 94.59
LDF-AWATT | 67.13+0.41 92.74+0.12 | 72.76+0.29 95.31£0.19

Table 5: The effect of different encoders in the 10-way
5-shot scenario on FewAsp dataset. The results with
symbol * are retrieved from (Hu et al., 2021).

Models F1 AUC

65.65 92.06
57.84£0.49 90.85+0.22

‘ 10-way 5-shot

Proto-AWATT
Proto-AWATT (LSW)

Table 6: The effect of label similarity weight « in the
10-way 5-shot scenario on FewAsp dataset.

the Glove+CNN encoder with BERT and keep the
other components the same as our original model.
It’s clear that LDF-AWATT and LDF-HATT per-
form remarkably well than the base model Proto-
AWATT and Proto-HATT on all encoders, which
proves that our framework has good scalability.

Effect of Label Similarity Weight . To illus-
trate the role of the similarity weight o, we directly
replace the attention weight 3 in Equation 1 with
the similarity weight o in Equation 6, and name
this method as Proto-AWATT(LSW). From the re-
sults in Table 6, we can see that the performance of
Proto-AWATT(LSW) is far inferior to Proto-AWATT,
which implies that the similarity weight only plays
a supporting role to the attention weight, and can-
not be treated independently for the FS-ACD task.

Effect of hyper-parameter A\. We tune the hyper-
parameter A\ on the development set of each dataset,
and then evaluate the performance of LDF-AWATT
on the test set. Specifically, we conduct experi-
ments for values set at 0.1 intervals in the range (0,
1). Figure 3 shows the performance of LDF-AWATT
with different X on three dataset. Actually, as A in-
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Figure 4: Visualize the top-10 words for the prototype
of aspect category food_food_meat_burger based on the
attention weights of Proto-AWATT+LAS.

creases, the performance of LDF-AWATT has an
initial upward trend, and then flattens out or begins
to fall. In the upward part, the Label-weighted Con-
trastive Loss (LCL) is useful guidance to help the
LDF-AWATT distinguish similar prototypes more
accurately, thus improving the performance. How-
ever, once the weight X\ exceeds 0.2, the LCL be-
gins to dominate and performs poorly. The reason
behind this may be that the bigger )\ has a negative
effect on the MSE loss of the model. Therefore, we
set \ to be 0.2 on three datasets. In addition, we
find that the best results of the development set and
test set are basically consistent, which indicates
that our framework has good robustness.

5.4 Case Study

To better understand the advantage of our frame-
work, we select some samples from FewAsp
dataset for a case study. Specifically, we randomly
sample 5 classes and then sample 50 times of 5-
way 5-shot meta-tasks for the five classes. Finally
for each class, we obtain 50 prototype vectors*.

Proto-AWATT vs. Proto-AWATT+LAS. As
shown in Figure 5(a) and Figure 5(b), we can see
that the prototype representation for each class
learned by Proto-AWATT+LAS are obviously more

4visualized by t-SNE (Van der Maaten and Hinton, 2008).
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Figure 5: Visualization of prototype representations for Proto-AWATT, Proto-AWATT+LAS and LDF-AWATT.

concentrated than those by Proto-AWATT. Besides,
in contrast to Proto-AWATT, Proto-AWATT+LAS
can focus on class-relevant words better (shown in
Figure 1 and Figure 4). These observations sug-
gest that Proto-AWATT+LAS can indeed generate a
more accurate prototype for each class.

Proto-AWATT+LAS vs. LDF-AWATT. As
depicted in Figure 5(b) and 5(c), after incor-
porating LCL into Proto-AWATT+LAS, the pro-
totype representation of “food_mealtype_lunch”
and “food_food_meat_burger” learned by LDF-
AWATT are more separable than those by Proto-
AWATT+LAS. This reveals that LCL can indeed
distinguish similar prototypes.

5.5 Error Analysis
We present the error analysis in the Appendix A .4.

6 Related Work

Aspect Category Detection. Previous works for-
mulate ACD in a data-driven scenario, and can
be generally divided into two kinds: one is un-
supervised approach, which detects aspect cate-
gories by exploiting semantic association (Su et al.,
2006) or co-occurrence frequency (Hai et al., 2011;
Schouten et al., 2018); the other is supervised
approach, which uses hand-crafted features (Kir-
itchenko et al., 2014), learns useful representations
automatically (Zhou et al., 2015), adopts a multi-
task learning strategy (Hu et al., 2019), or utilizes
a topic-attention model (Movahedi et al., 2019) to
address the ACD task. However, the above meth-
ods heavily rely on large-scale training data, which
is time-consuming to annotate.

Multi-Label Few-Shot Learning. In compari-
son with single-label FSL, multi-label FSL is more

difficult and less explored, as it aims to identify
multiple labels for an instance. Rios and Kavu-
luru (2018) propose few-shot learning methods for
multi-label text classification over a structured la-
bel space. Further research on multi-label FSL
are developed on image synthesis (Alfassy et al.,
2019), signal processing (Cheng et al., 2019), and
intent detection (Hou et al., 2021). Recently, Hu
et al. (2021) formalize aspect category detection
in a multi-label few-shot scenario to alleviate the
dependency on large-scale labeled data. However,
Hu et al. (2021) ignore the label information of
each class, which is crucial for generating a repre-
sentative prototype in the FS-ACD task.

Contrastive Learning. Contrastive Learning is
a representation learning technique and has proven
its effectiveness in the field of natural language
processing (Gunel et al., 2021; Kim et al., 2021;
Ye et al., 2021). With the help of label informa-
tion, Khosla et al. (2020) propose supervised con-
trastive learning, which aims to improve the quality
of learnt representations in a supervised setting.
Different from their work, we do not treat label
information equally and propose a label-weighted
contrastive loss to distinguish similar prototypes.

7 Conclusion

In this paper, we propose a novel Label-Driven De-
noising Framework (LDF) to alleviate the noise
problems for the FS-ACD task. Specifically, we
design two reasonable components: Label-guided
Attention Strategy and Label-weighted Contrastive
Loss, which aim to produce a better prototype for
each class and distinguish similar prototypes. Re-
sults from numerous experiments indicate that our
framework LDF achieves better performance than
other state-of-the-art methods.
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Limitations

We consider two major limitations in the FS-ACD
task that need to be addressed in current research
and related fields: (1) Existing studies for few-shot
learning (FSL) require both the training and test-
ing data have the same number of classes (denoted
as N-way) and the same number of instances in
each class (denoted as K -shot) in the support set.
However, little investigation has been done towards
inconsistent classes and inconsistent instances per
class during training and testing. As far as we know,
inconsistent FSL is more realistic and meaningful,
which may be extremely helpful in low-resource
scenarios; (2) The FS-ACD models usually give
incorrect predictions when a sentence belongs to
more than four aspect categories. A possible reason
is that these sentences account for a small propor-
tion of the dataset. Thus, it is also important to find
effective methods to tackle the long-tail problem
in multi-label classification. In general, the above
limitations are of practical meaning and need us to
do further research and exploration.
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A Appendices

A.1 Implementation Details

Hyperparameters. We initialize word embedding with 50-dimension Glove vectors. All other parame-
ters are initialized by sampling from a normal distribution NV (0, 0.1). The hyper-parameter \ is set to 0.2
on three datasets. The dimension of the hidden state is set to 50. The convolutional window size is set as
3. The optimizer is Adam with a learning rate 10~3 and the temperature 7 is set to 0.1. In each dataset,
we construct four FS-ACD tasks, where N =5, 10 and K =5, 10. And the number of query instances per
class is 5. For example, in a 5-way 10-shot meta-task, there are 5 x 10 = 50 instances in the support set
and 5 x 5 =25 instances in the query set.

Training Details. During training, we train each model for a fixed 30 epochs, and then select the model
with the best AUC score on the development set. Finally, we evaluate its performance on the test set.
In every epoch, we randomly sample 800 meta-tasks for training. The number of meta-tasks during
validation and testing are both set as 600. Besides, we employ an early stop strategy if the AUC score
of the validation set is not improved in 3 epochs. For all baselines and our model, we report the average
testing results from 5 runs, where the seeds are set to [5, 10, 15, 20, 25]. All the models are implemented
by the Tensorflow framework with an NVIDIA Tesla V100 GPU.

Model 5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot
odels F1 AUC F1 AUC F1 AUC F1 AUC
FewAsp
Relation Network 59.52 85.56 62.78 86.98 45.62 84.94 44.70 83.77
Matching Network 67.14 90.76 70.09 92.39 51.27 88.44 54.61 89.90
Graph Network 61.49 89.48 69.89 92.35 47.91 87.35 56.06 90.19
Prototypical Network 66.96 88.88 73.27 91.77 52.06 87.35 59.03 90.13
IMP 68.96 89.95 74.13 92.30 54.14 88.50 59.84 90.81
Proto-HATT 70.26 91.54 75.24 93.43 57.26 90.63 61.51 92.86
LDF-HATT 73.561+0.47 92.607+£0.23 | 78.817+0.93 94.751+0.43 | 60.687+0.92 91.22+0.53 | 67.137+0.94 94.127+0.29
Proto-AWATT 75.37 93.35 80.16 95.28 65.65 92.06 69.70 93.42
LDF-AWATT 78.271+0.89 94.657+0.41 | 81.871+0.48 95.71+0.26 | 67.137+0.41 92.74+0.12 | 71.977+0.49 94.29+0.25
FewAsp(single)
Relation Network 75.79 93.31 72.02 90.86 63.78 91.81 61.15 90.54
Matching Network 81.89 97.05 84.62 97.49 70.95 96.30 73.28 96.72
Graph Network 81.45 96.54 85.04 97.46 70.75 95.45 77.84 96.97
Prototypical Network 83.30 96.49 86.29 97.53 74.23 95.97 76.83 96.71
IMP 83.69 96.65 86.14 97.47 73.80 96.00 77.09 96.91
Proto-HATT 83.33 96.45 86.71 97.62 73.42 95.71 77.65 97.00
LDF-HATT 84.4174046 97.06+0.16 | 88.151£1.00 98.12+0.31 | 76.277+1.08 96.38+0.37 | 80.541+0.97 97.45+0.14
Proto-AWATT 86.71 97.56 88.54 97.96 80.28 97.01 82.97 97.55
LDF-AWATT 88.16T+0.62 98.29+0.32 | 89.32+0.92 98.38+0.13 | 81.737+0.96 97.51+0.33 | 84.201£0.21 97.96:+0.30
FewAsp(multi)
Relation Network 58.38 84.91 61.37 86.21 43.71 84.22 44.85 84.72
Matching Network 65.70 89.54 69.02 91.38 50.86 88.28 54.42 89.94
Graph Network 59.25 87.97 64.63 90.45 45.42 86.05 48.49 88.44
Prototypical Network 67.88 89.67 72.32 91.60 52.72 88.01 58.92 90.68
IMP 68.86 90.12 73.51 92.29 53.96 88.71 59.86 91.10
Proto-HATT 69.15 91.10 73.91 93.03 55.34 90.44 60.21 92.38
LDF-HATT 72.1314£0.79  92.197+0.33 | 76.521+0.74  93.68+0.36 | 59.107+1.04 91.00+0.51 | 65.317+0.57 92.99+0.24
Proto-AWATT 71.72 91.45 77.19 93.89 58.89 89.80 66.76 92.34
LDF-AWATT 73.381+0.73  92.627+0.32 | 78.817+0.19 94.34+0.15 | 62.06"+0.54 90.877+0.48 | 68.237+0.98  92.93+0.44

Table 7: Test Macro-F1 and AUC score on the FewAsp, FewAsp(single), and Few Asp(multi) datasets (%) . The
baseline results are retrieved from (Hu et al., 2021). We report the average performance and standard deviation over
5 runs, the thresholds in the 5-way setting and 10-way setting are set to {0.3, 0.2}. Best results are in bold. The
marker T refers to significant test p-value < 0.05 when comparing with Proto-HATT and Proto-AWATT.
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A.2 Main Result

As shown in Table 7, we list all the frequently-used baselines and our enhanced version. It is clear
that Proto-HATT and Proto-AWATT consistently outperform other baselines, thus we chose them as the
foundation of our work. Besides, we observe that our framework achieves better performance compared

to all the baselines.

A.3 Ablation Study

In Table 8 and 9, we present the ablation results of LDF-HATT and LDF-AWATT in details.

Models F1

5-way 5-shot

5-way 10-shot

AUC F1 AUC F1

10-way 5-shot

AUC F1

10-way 10-shot

AUC

FewAsp

Proto-HATT 70.26

91.54 | 7524 9343 | 57.26

90.63 | 6151

92.86

Proto-HATT+LAS
Proto-HATT+LCL
Proto-HATT+SCL

73.024+0.69
72.77£0.75
71.56+1.07

60.10+1.24
59.85£1.37
58.5140.56

92.56+0.37
92.43+0.88
91.85+0.53

78.09+0.90 94.164+0.29
77.424£0.46 94.04+0.20
76.204+0.42 93.631+0.18

90.954+0.62
90.89+0.74
90.8540.45

65.95+1.39
65.05+0.70
62.8610.68

93.88+0.52
93.48+0.14
93.274+0.28

FewAsp(single)

Proto-HATT 83.33

96.45 86.71 9762 | 7342

95.71 77.65

97.00

Proto-HATT+LAS | 83.96+0.23
Proto-HATT+LCL | 83.89+0.81
Proto-HATT+SCL | 83.35+0.70

96.92+0.27 | 87.80£1.02 98.12+0.30 | 75.82+0.49
96.88+0.27 | 87.54+1.19 97.86+0.36 | 75.48+0.61
96.801+0.23 | 86.96+0.79 97.67+0.44 | 74.60+0.47

96.154+0.14 | 79.90+1.04
96.124+0.14 | 79.66£1.05
96.004+0.16 | 78.55+1.06

97.24+0.24
97.16+0.55
97.161+0.18

FewAsp(multi)

Proto-HATT 69.15

91.10 7391 93.03 | 5534

90.44 60.21

92.38

Proto-HATT+LAS | 71.44+0.54
Proto-HATT+LCL | 71.154+0.38
Proto-HATT+SCL | 70.374+0.39

91.74£0.25 | 76.17£1.14  93.5040.45 | 58.5040.65
91.5940.10 | 75.86+£0.49 93.47+0.58 | 57.90+0.96
91.411+0.15 | 74.82+0.88 93.32+0.50 | 56.724+0.91

90.724+0.48 | 64.76+0.83
90.5040.45 | 64.65+0.72
90.494+0.40 | 62.77+0.96

92.624+0.47
92.57+0.47
92.40+0.37

Table 8: Ablation study over two main components of LDF-HATT. Besides, we also report the ablation result of
Proto-HATT+LCL. We report the average performance and standard deviation over 5 runs.

Models F1

5-way 5-shot

5-way 10-shot

AUC F1 AUC F1

10-way 5-shot

AUC F1

10-way 10-shot

AUC

FewAsp

Proto-AWATT 75.37

93.35 80.16 95.28 65.65

92.06 69.70

93.42

Proto-AWATT+LAS
Proto-AWATT+LCL
Proto-AWATT+SCL

77.31+0.96
77.06+0.71
76.11+0.92

66.48+1.32
66.20£1.02
65.761+0.97

94.424+0.36
94.201+0.26
93.671+0.55

81.19+0.84 95.49+0.36
80.78+0.39  95.4440.22
80.24+0.60 95.31+0.25

92.5440.64
92.384+0.45
92.3640.33

71.12+1.14
70.831+0.66
70.03+1.15

94.2640.40
94.07+0.33
93.934+0.21

FewAsp(single)

Proto-AWATT 86.71

97.56 88.54 9796 |  80.28

97.01 82.97

97.55

Proto-AWATT+LAS | 87.641+0.89
Proto-AWATT+LCL | 87.441+0.88
Proto-AWATT+SCL | 86.761+0.51

98.22+0.24 | 89.23+£0.37 98.38+0.15 | 81.27+0.96
98.09+0.25 | 89.08+0.73 98.31£0.11 | 81.11+0.95
97.844+0.23 | 88.69+0.97 98.28+0.19 | 80.33+1.08

97.49+0.23 | 83.62+0.60
97.4940.13 | 83.29+0.94
97.344+0.13 | 83.02+0.65

97.95+0.24
97.931+0.22
97.8940.54

FewAsp(multi)

Proto-AWATT 71.72

91.45 77.19 93.89 ‘ 58.89

89.80 66.76

92.34

Proto-AWATT+LAS | 72.631+0.88
Proto-AWATT+LCL | 72.6140.82
Proto-AWATT+SCL | 72.03+0.31

92.2940.54 | 78.06+0.43 94.12+0.24 | 61.50£0.30
92.084+0.36 | 77.78+£0.92 93.92+0.53 | 60.424+0.47
91.78+0.17 | 77.39£0.86  93.90+0.35 | 59.42+0.97

90.81£0.21 | 67.30+£0.51
89.93+0.37 | 67.124+0.78
89.89+0.31 | 66.89+0.85

92.84+0.25
92.5240.67
92.384+0.72

Table 9: Ablation study over two main components of LDF-AWATT. Besides, we also report the ablation result of
Proto-AWATT+LCL. We report the average performance and standard deviation over 5 runs.
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Category Proportion ‘ Example True Label Predict Label

(1) fast forward to december 2014, we
have a company gathering in one of the
many banquet rooms at the chandler
downtown serrano.

Complex 41% restaurant_location room_interior X

(2) overall, this is a great salon, and I | procedure_beauty_nails

22% will be back ! experience_wait

No obvious clues salon_interior_room X

Table 10: Error analysis of LDF-AWATT.

A.4 Error Analysis

To analyze the limitations of our framework, we randomly sample 100 error cases by LDF-AWATT from
the FewAsp dataset, and roughly classify them into two categories. Table 10 shows the proportions
and some representative examples for each category. The primary category is Complex, which includes
examples that require deep comprehension to be understood. As shown in example (1), the word fragment
“Chandler downtown Serrano” related to restaurant_location appears no more than five times in the dataset,
the low frequency of those expressions makes it hard for our model to capture their patterns, so it is really
challenging to give a right prediction. The second category is no obvious clues, which includes examples
with insufficient information. As shown in example (2), the sentence is very short and unable to provide
abundant information to predict the true label.

Through the error analysis, we can conclude that although current models have achieved appealing
progress, there are still some complicated sentences beyond their capabilities. There ought to be more
advanced natural language processing techniques to further address them.
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