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Abstract

Text-to-SQL parsing tackles the problem of
mapping natural language questions to exe-
cutable SQL queries. In practice, text-to-SQL
parsers often encounter various challenging
scenarios, requiring them to be generalizable
and robust. While most existing work ad-
dresses a particular generalization or robust-
ness challenge, we aim to study it in a more
comprehensive manner. In specific, we be-
lieve that text-to-SQL parsers should be (1)
generalizable at three levels of generaliza-
tion, namely i.i.d., zero-shot, and composi-
tional, and (2) robust against input perturba-
tions. To enhance these capabilities of the
parser, we propose a novel TKK framework
consisting of Task decomposition, Knowledge
acquisition, and Knowledge composition to
learn text-to-SQL parsing in stages. By divid-
ing the learning process into multiple stages,
our framework improves the parser’s ability
to acquire general SQL knowledge instead of
capturing spurious patterns, making it more
generalizable and robust. Experimental re-
sults under various generalization and robust-
ness settings show that our framework is ef-
fective in all scenarios and achieves state-
of-the-art performance on the Spider, SParC,
and CoSQL datasets. Code can be found
at https://github.com/AlibabaResearch/
DAMO-ConvAI/tree/main/tkk.

1 Introduction

Text-to-SQL parsing aims to translate natural lan-
guage questions to SQL queries that can be exe-
cuted on databases to produce answers (Lin et al.,
2020), which bridges the gap between expert pro-
grammers and ordinary users who are not proficient
in writing SQL queries. Thus, it has drawn great
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attention in recent years (Zhong et al., 2017; Suhr
et al., 2020; Scholak et al., 2021; Hui et al., 2022;
Qin et al., 2022a,b).

Early work in this field (Zelle and Mooney, 1996;
Yaghmazadeh et al., 2017; Iyer et al., 2017) mainly
focuses on i.i.d. generalization. They only use
a single database, and the exact same target SQL
query may appear in both the training and test sets.
However, it is difficult to collect sufficient training
data to cover all the questions users may ask (Gu
et al., 2021) and the predictions of test examples
might be obtained by semantic matching instead
of semantic parsing (Yu et al., 2018b), limiting the
generalization ability of parsers. Subsequent work
further focuses on generalizable text-to-SQL pars-
ing in terms of two aspects: zero-shot generaliza-
tion and compositional generalization. Zero-shot
generalization requires the parser to generalize to
unseen database schemas. Thanks to large-scale
datasets such as Spider (Yu et al., 2018b), SParC
(Yu et al., 2019b), and CoSQL (Yu et al., 2019a),
zero-shot generalization has been the most popu-
lar setting for text-to-SQL parsing in recent years.
Various methods involving designing graph-based
encoders (Wang et al., 2020; Cao et al., 2021) and
syntax tree decoders (Yu et al., 2018a; Rubin and
Berant, 2021) have been developed to tackle this
challenge. Compositional generalization is the de-
sired ability to generalize to test examples consist-
ing of novel combinations of components observed
during training. Finegan-Dollak et al. (2018) ex-
plore compositional generalization in text-to-SQL
parsing focusing on template-based query splits.
Shaw et al. (2021) provide new splits of Spider
considering length, query template, and query com-
pound divergence to create challenging evaluations
of compositional generalization.

Another challenge of conducting text-to-SQL
parsing in practice is robustness. Existing text-to-
SQL models have been found vulnerable to input
perturbations (Deng et al., 2021; Gan et al., 2021a;
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desc [LIMIT] 3

Figure 1: Overview of our TKK framework. {S} and {C} denote the database schema and context, respectively.

Pi et al., 2022). For example, Gan et al. (2021a)
replace schema-related words in natural language
questions with manually selected synonyms and ob-
serve a dramatic performance drop. They propose
two approaches, namely multi-annotation selection
and adversarial training, to improve model robust-
ness against synonym substitution.

Although specialized model architectures and
training approaches have been proposed to address
a particular generalization or robustness challenge,
we believe that practical text-to-SQL parsers should
be built with strong generalizability in terms of all
three levels of generalization, namely i.i.d., zero-
shot, and compositional, and robustness against
input perturbations. To obtain such capabilities,
it can be noticed that humans often learn to write
each clause, such as SELECT or WHERE, for a ba-
sic operation, before composing them to fulfill a
more challenging goal, i.e., writing the entire SQL
query. In contrast, most existing methods adopt a
one-stage learning paradigm, i.e., learning to write
each SQL clause and the dependency between dif-
ferent clauses simultaneously. This may lead the
model to capture spurious patterns between the
question, database schema, and SQL query instead
of learning general SQL knowledge.

To this end, we propose a novel framework
consisting of three learning stages including
Task decomposition, Knowledge acquisition, and
Knowledge composition (TKK) for text-to-SQL
parsing, which mimics the human learning pro-
cedure to learn to handle the task in stages. Specif-
ically, in the task decomposition stage, TKK de-
composes the original task into several subtasks.

Each subtask corresponds to mapping the natural
language question to one or more clauses of the
SQL query, as shown in the top portion of Figure 1.
Afterwards, TKK features a prompt-based learning
strategy to separately acquire the knowledge of sub-
tasks and employ the learned knowledge to tackle
the main task, i.e., generating the entire SQL query.
In the knowledge acquisition stage, TKK trains the
model with all the subtasks in a multi-task learning
manner; in the knowledge composition stage, TKK
fine-tunes the model with the main task to combine
the acquired knowledge of subtasks and learn the
dependency between them.

The advantages of our three-stage framework
over previous one-stage learning methods are three-
fold: (1) it reduces the difficulty of model learn-
ing by dividing the learning process into multiple
easier-to-learn stages; (2) it explicitly forces the
model to learn the alignment between the ques-
tion, database schema, and each SQL clause as it
needs to identify the intent expressed in the ques-
tion based on the schema to generate a specific
clause; (3) by explicitly constructing the training
data for each subtask, it is easier for the model to
learn the knowledge required to translate the ques-
tion into each SQL clause. These advantages help
the model to learn general SQL knowledge rather
than some dataset-specific patterns, making it more
generalizable and robust.

To verify the effectiveness of our framework,
we conduct comprehensive evaluations on repre-
sentative benchmarks covering all three levels of
generalization and robustness scenarios with pre-
trained sequence-to-sequence models. Experimen-
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tal results and analysis show that: (1) we achieve
state-of-the-art performance on the Spider, SParC,
and CoSQL datasets; (2) our method outperforms
vanilla sequence-to-sequence models in all scenar-
10s; (3) our framework significantly improves the
model’s ability to generate complex SQL queries;
(4) our framework is also effective in the low-
resource setting.

2 Background

Notations We use the lowercase letter ¢ to
denote a natural language question and denote
its corresponding database schema, context, and
SQL query as sg4, ¢4, and [,, respectively. We
represent the set of training examples (g, sq, ¢4, lg)
as Dyrqin and test set as Dy A perturbed test
set D'4es could be constructed by perturbations
to questions such as synonym substitution to
form (¢', sq,¢q,lg). We denote Sirqin as the set
of database schemas of Dyyqin, Lirain as the set
of SQL queries of Dyygin, and Qyest as the set of
questions of Dyeg.

Problem Definition Given (g¢,sq,c,), Where
the database schema s, consists of tables and
columns, and context ¢, is the interaction history
consisting of previous questions and system
clarification in the multi-turn setting or empty in
the single-turn setting, the goal is to generate the
correct SQL query /.

Generalization and Robustness Following
Gu et al. (2021) and Wang et al. (2022b), we
formalize three levels of generalization and
robustness as follows:

Zero-shot generalization: Yq € Qiest, Sq &
Strain-

Compositional  generalization:
Qtests Sq € Strains lq ¢ Lirain-

LILD. generalization: Vq € Qiest, Sq € Strain-
Dirain and Dyes follow the same distribution.

Vq €

Robustness: training with Dy,.q;, but adopting
D';est instead of Dy, for evaluation.

3 Our TKK Framework

TKK consists of three learning stages: task decom-
position, knowledge acquisition, and knowledge
composition. In this section, we first introduce
each stage in detail. Then we describe the training
and inference of TKK.

3.1 Three Stages of TKK

Task Decomposition As shown in Figure 1, we
decompose the text-to-SQL parsing task into five
subtasks, namely SELECT, FROM, WHERE, GHOL,
and SQL. Basically, a subtask aims to translate the
natural language question to one or more clauses of
the SQL query. For example, the GHOL subtask
aims to generate the the GROUP_BY, HAVING,
ORDER_BY, and LIMIT clauses given the ques-
tion and its corresponding database schema and
context. For queries involving set operators such as
INTERSECT, UNION, and EXCEPT to combine
two SQL queries, we treat the first query as usual
and the second query as the SQL clause of the first
query. The SQL subtask targets at mapping the
question to the SQL clause.

There are two considerations behind construct-
ing a subtask: (1) the number of classification
examples; (2) the dependency between different
clauses. First, according to the SQL syntax, every
SQL has the SELECT and FROM clauses. How-
ever, clauses such as GROUP_BY and ORDER_BY
appear only in relatively complicated SQL queries.
It implies that the number of these clauses is much
smaller than that of the SELECT or FROM clause.
Trivially considering generating each clause as
a subtask is problematic. If a specific clause
does not exist, the generation task degenerates
to a classification task because the model only
needs to judge its existence. We denote these
examples as classification examples. Too many
classification examples are harmful to model
learning. Second, the GROUP_BY and HAVING
clauses are usually bundled together, which is also
the case of the ORDER_BY and LIMIT clauses.
The ORDER_BY clause is often dependent on the
GROUP_BY clause if they appear in a SQL query
simultaneously. Based on the above observations,
combining these clauses to construct a single
subtask is more appropriate. We do not further
decompose the SQL clause because there will be
more subtasks, and most training examples of
these subtasks are classification examples.

Knowledge Acquisition In this stage, we
train the sequence-to-sequence model with all
subtasks using multi-task learning. We assign
each SQL keyword a special token, which is also
used to denote its corresponding clause. Then
we construct a task prompt for each subtask
based on the clauses it contains. For example,
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the special token corresponding to GROUP_BY
is “[GROUP_BY]” and the prompt for the GHOL
subtask is “[GROUP_BY] [HAVING] [ORDER_BY]
[LIMIT]”. The input for each subtask simply adds
a task prompt to the input for the original task.

For constructing the target, we replace the
keywords in each clause with their corresponding
special tokens. If a clause is empty, we use its
corresponding special token to build the target.
For instance, the example in Figure 1 does not
contain the WHERE clause. Thus the target of the
WHERE subtask is “[WHERE]”. Those examples
whose targets only contain special tokens are
classification examples, as we mentioned earlier.
For those examples whose targets contain at least
one non-empty clause, we regard them as parsing
examples. Classification examples are helpful
since the model needs to learn which clauses to
generate given a particular question. However,
too many classification examples make it difficult
for the model to learn the knowledge of subtasks.
Even though we pack the GROUP_BY, HAVING,
ORDER_BY, and LIMIT clauses into one subtask,
the number of classification examples is still
much bigger than that of parsing examples. The
SQL subtask also has the problem. To tackle this
problem, we downsample classification examples
for each subtask to guarantee that the proportion of
parsing examples is at least a ratio 7.

Knowledge Composition Training the model with
multiple subtasks cannot capture the interdepen-
dency between them. In this stage, we fine-tune
the model with the main task, i.e., generating the
entire SQL query, to capture such information. As
shown in Figure 1, we combine the prompts of
subtasks to construct the prompt of the main task
to guide the model to composite the knowledge of
subtasks.

3.2 Training and Inference

We formulate text-to-SQL parsing as a sequence-
to-sequence generation problem. The input is the
serialization of the question, database schema,
and context, and the output is the SQL query.
In the knowledge acquisition and composition
stages, we adjust the input and output according to
what we discussed in the last section. We adopt
the pre-trained sequence-to-sequence model TS5
(Raffel et al., 2020) as the backbone of TKK.

Models EM EX
Global-GNN (Bogin et al., 2019) 527 -
IRNet + BERT (Guo et al., 2019) 639 -
RATSQL + BERT (Wang et al., 2020) 69.7 -
RYANSQL + BERT (Choi et al., 2021) 70.6 -
RATSQL + GraPPa (Yu et al., 2021a) 734 -
LGESQL + ELECTRA (Cao et al., 2021) 75.1 -
T5-Baset (Raffel et al., 2020) 58.1 60.1
T5-Larget (Raffel et al., 2020) 66.6 68.3
T5-3B7 (Raffel et al., 2020) 71.8 74.4
T5-Base + PICARD (Scholak et al., 2021) 65.8 68.4
T5-Large + PICARD (Scholak et al., 2021) 69.1 72.9
T5-3B + PICARD (Scholak et al., 2021)  75.5 79.3
TKK-Base 61.5 64.2
TKK-Large 70.6 73.2
TKK-3B 74.2 78.4
TKK-Base + PICARD 70.4 76.0
TKK-Large + PICARD 74.1 78.2
TKK-3B + PICARD 75.6 80.3

Table 1: Zero-shot generalization results on Spider. [{]:
Results are taken from (Xie et al., 2022).

Training The model is trained with a maxi-
mum likelihood objective. Given the training
example (g, sq, cq,tp,y), the loss function Ly is
defined as

L@ - Zlog Pg (yl ’ Y<iy 4, Sq,Cq,tp) (1)
=1

where 6 is the model parameters, tp is the task
prompt, y is the target sequence, and n is the
length of y. In the knowledge acquisition stage,
we mix the data of all subtasks for training. In the
knowledge composition stage, we initialize the
model with the weights of the model trained in the
knowledge acquisition stage and use the data of
the main task for training.

Inference After training, for each triple of
the question, database schema, and context
(g, 84, cq), we generate the target sequence of the
main task for obtaining the SQL query. We replace
the special tokens in the target sequence with their
corresponding SQL keywords.

4 Experiments

4.1 Experimental Setup

Datasets For zero-shot generalization, we use
the original Spider (Yu et al.,, 2018b), SParC
(Yu et al., 2019b), and CoSQL (Yu et al., 2019a)
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SParC CoSQL
Models oM IM QM IM
EditSQL + BERT (Zhang et al., 2019) 472 295 399 123
IGSQL + BERT (Cai and Wan, 2020) 50.7 325 441 158
R2SQL + BERT (Hui et al., 2021a) 54.1 352 457 195
RAT-SQL + SCoRe (Yu et al., 2021b) 622 425 5211 220
HIE-SQL + GraPPa (Zheng et al., 2022) 64.7 45.0 564 28.7
T5-Baset (Raffel et al., 2020) 50.6 313 423 126
T5-Larget (Raffel et al., 2020) 56.7 374 483 16.7
T5-3B7 (Raffel et al., 2020) 615 419 541 228
T5-3B + PICARD (Scholak et al., 2021) - - 569 242
TKK-Base 526 3277 469 178
TKK-Large 60.2 41.0 505 215
TKK-3B 65.5 46.7 549 249
TKK-3B + PICARD 66.6 48.3 583 273

Table 2: Zero-shot generalization results on SParC and CoSQL. [f]: Results are taken from (Xie et al., 2022).

Spider-Template

Spider-Length Spider-TMCD

Models EM EX EM EX EM EX
T5-Baset (Raffel et al., 2020) 59.3 - 49.0 - 60.9 -
T5-3B+ (Raffel et al., 2020) 64.8 - 56.7 - 69.6 -
NQG-T5-3B (Shaw et al., 2021) 64.7 - 56.7 - 69.5 -
TKK-Base 62.9 69.8 52.0 55.3 633 713
TKK-3B 70.3 77.2 58.6 63.3 71.8 79.1

Table 3: Results on three compositional splits of Spider. [{]: Results are taken from (Shaw et al., 2021).

datasets!. Spider is a single-turn dataset, while
SParC and CoSQL are multi-turn datasets. For
compositional generalization, we use three com-
positional splits derived from Spider, namely
template split (Spider-Template), length split
(Spider-Length), and Target Maximum Com-
pound Divergence (TMCD) split (Spider-TMCD),
from Shaw et al. (2021). For i.i.d. generaliza-
tion, we construct Spider-IID, SParC-IID, and
CoSQL-I1ID based on Spider, SParC, and CoSQL,
respectively. For example, to obtain Spider-I1ID,
we mix the training and development sets of
Spider to get the full set and then randomly sample
from it to construct new training and development
sets while retaining the ratio of the number of orig-
inal training and development examples.

For robustness, we use Spider-Syn (Gan
et al.,, 2021a) and Spider-Realistic (Deng
et al., 2021) for evaluation. Spider-Syn is
constructed via modifying questions in Spider
using synonym substitution. Spider-Realistic
selects a complex subset from the development

!Since the test sets of these datasets are not public, we
report results on the development sets.

set of Spider and modifies the questions in this
subset to remove or paraphrase explicit mentions
of column names while keeping the SQL queries
unchanged.

Evaluation Metrics For Spider and datasets
derived from it, we use Exact Match (EM) and
Execution Accuracy (EX) following Yu et al.
(2018b). For SParC, CoSQL, and datasets derived
from them, we use Question Match (QM) and
Interaction Match (IM) following Yu et al. (2019b).

Implementation Details TKK has three model
sizes: TKK-Base, TKK-Large, and TKK-3B,
which are initialized with pre-trained T5-Base,
T5-Large, and T5-3B models (Raffel et al., 2020),
respectively. We use the same Question-Schema-
Context serialization as in (Xie et al., 2022).
We set the maximum input length to 512, the
maximum target length to 128, and the batch
size to 32. We use the Adafactor (Shazeer and
Stern, 2018) optimizer for all experiments. We
set the learning rate to le-4 for TKK-Base and
TKK-Large and 5e-5 for TKK-3B and use linear
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learning rate decay. In addition, we choose the
data balance ratio r from {0.5, 0.7, 0.9}. All
experiments are done on NVIDIA Tesla A100 and
V100.

4.2 Generalization Results

Tables 1 and 2 report the zero-shot generaliza-
tion results on Spider, SParC, and CoSQL, respec-
tively. Equipped with PICARD (Scholak et al.,
2021), which constrains the decoders to generate
valid SQL queries by rejecting inadmissible tokens,
TKK-3B achieves state-of-the-art results on these
three datasets, demonstrating the strong zero-shot
generalization ability of our framework. Notice-
ably, TKK outperforms T5 on all datasets and all
model sizes. Zero-shot generalization is challeng-
ing as it requires the model to accurately under-
stand a question conditioned on an unseen database
schema to generate the correct SQL query. As
a result, the model has to acquire general SQL
knowledge rather than trivially memorize seen
SQL patterns. Our framework forces the model
to align the question, database schema, and each
SQL clause and helps the model to learn SQL
knowledge, thus leading to better generalization
performance. In addition, as shown in Table 1,
TKK-Base with PICARD achieves comparable per-
formance to strong specialized models such as
RYANSQL, indicating the great potential of pre-
trained sequence-to-sequence models for text-to-
SQL parsing. Note that previous state-of-the-art
models such as LGESQL and HIE-SQL heavily
rely on manual design and may overfit to specific
datasets. On the contrary, our framework enjoys
strong generality as well as effectiveness.

Table 3 presents the results on the three com-
positional splits of Spider. TKK outperforms T5
on all the three splits, demonstrating its power-
ful compositional generalization ability. By com-
parison, NQG-T5, which combines a grammar-
based approach NQG with TS5, shows no gain
over T5 on these datasets. Spider-Template and
Spider-TMCD require the model to generalize to
novel templates and atom combinations, respec-
tively, while Spider-Length requires the model to
generalize to longer outputs. By explicitly decom-
posing the original task into multiple subtasks and
combining the knowledge of them, our framework
enables the model to better learn SQL knowledge
and makes it less sensitive to these changes.

Table 4 shows the results of TKK and the strong

baseline T5 model on Spider-IID, SParC-I1ID,
and CoSQL-IID. TKK obtains better results than
TS5 on all three datasets, demonstrating our frame-
work’s strong i.i.d. generalization ability. It can be
seen that i.i.d. generalization is not as challenging
as the other two generalization scenarios. How-
ever, the results on SParC-IID and CoSQL-IID are
still not satisfactory. Enhancing the model’s ability
to acquire general knowledge is also helpful and
necessary in this setting.

4.3 Robustness Results

Table 5 reports the results of various models
trained on Spider and evaluated on Spider,
Spider-Syn, and Spider-Realistic, which mea-
sures the model’s robustness against perturbations
to natural language questions. We have the follow-
ing observations: (1) T5 is more robust than spe-
cialized models. For example, when evaluated on
Spider-Syn, RATSQL + BERT degrades by 21.5
absolute points on EM, while T5-3B sees a per-
formance drop of 12.2 absolute points. T5-Large,
which performs worse than RATSQL + BERT on
Spider, can obtain better performance than it on
Spider-Syn. This indicates that models specially
designed for Spider are prone to overfitting on it.
Thus evaluating their robustness is important. (2)
Our TKK framework can improve the robustness of
T5 for text-to-SQL parsing. TKK outperforms T5
on both Spider-Syn and Spider-Realistic for
all model sizes. (3) STRUG improves robustness
via structure-grounded pre-training with a large-
scale of text-table paired data, while TKK pro-
vides a better way for learning text-to-SQL parsing
to achieve this and does not need any additional
data. (4) For pre-trained sequence-to-sequence
models, the larger the model is, the more robust
it is. When the model becomes larger, the gap be-
tween the performance of TKK on Spider-Syn
and Spider-Realistic and the performance on
Spider narrows. The same trend can be seen with
TS.

S More Analysis

Is each subtask necessary in the knowledge
acquisition stage? To quantify the contribution of
each subtask, we examine the performance of the
main task after removing a subtask for training in
the knowledge acquisition stage. Table 6 shows the
ablation results on Spider and CoSQL. Removing
any subtask degrades the model’s performance
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Spider-IID SParC-IID CoSQL-IID
Models EM EX OQM IM QM IM
T5-Base (Raffel et al., 2020) 84.1 86.2 683 44.6 479 17.8
T5-Large (Raffel et al., 2020) 86.9 88.5 70.0 49.1 529 23.6
TKK-Base 86.6 88.1 703 469 515 222
TKK-Large 883 898 723 526 569 273

Table 4: Results on three datasets for i.i.d. generalization: Spider-IID, SParC-IID, and CoSQL-IID.

Spider Spider-Syn Spider-Realistic

Models EM EX EM EX EM EX
IRNet (Guo et al., 2019) 53.2 - 28.4 - - -

RAT-SQL + BERT (Wang et al., 2020) 69.7 - 48.2 - 58.1 62.1
RAT-SQL + STRUG (Deng et al., 2021) 72.6 74.9 - - 62.2 65.3
T5-Baset (Raffel et al., 2020) 56.8 59.9 408 43.8 469 47.6
T5-Larget (Raffel et al., 2020) 66.8 709 53.1 574 57.7 60.0
T5-3BT (Raffel et al., 2020) 71.6 745 594 653 632 65.0
TKK-Base 61.5 642 442 477 53.7 53.7
TKK-Large 70.6 732 55.1 60.5 644 64.4
TKK-3B 742 784 63.0 68.2 68.5 71.1

Table 5: Results of models trained on Spider and evaluated on Spider, Spider-Syn and Spider-Realistic. [{]:
We train TS models on Spider and report evaluated results on the three datasets, which are different from Table 1.

on the main task, indicating that all subtasks are
necessary for the knowledge acquisition stage.
We can see that the FROM subtask has the largest
impact on the performance. This is due to the
mismatch between natural language expression
and SQL syntax. User questions generally do
not involve which tables to retrieve data from,
while SQL requires specifying this. The FROM
subtask allows the model to learn the alignment
between the question and the FROM clause, thus
alleviating the mismatch problem. Although
other clauses are more or less mentioned in user
questions, there are also alignment issues. Some
previous work tackles this problem via designing
intermediate representations (Guo et al., 2019;
Gan et al., 2021b). Our framework provides a new
perspective. The effect of the SQI subtask is less
pronounced since the number of training examples

of it is much smaller than that of the other subtasks.

How effective is knowledge acquisition? We
want to investigate if adding training data in the
knowledge acquisition stage will further improve
the model’s performance. To this end, we first take
5%, 10%, 20%, 40%, and 100% of the data for
constructing the training data in the knowledge
acquisition stage and then use 5% of the data
for finetuning with the main task. The results

Spider CoSQL
Models EM EX QM IM
TKK-Base 615 642 469 17.8
w/o SELECT 60.0 63.4 438 15.0
w/o FROM 60.0 62.0 432 143
w/o WHERE 60.0 634 44.6 16.7
w/o GHOL 60.9 63.1 435 16.0
w/o SQL 612 634 453 17.1

Table 6: The effect of subtasks.

on Spider and CoSQL are shown in Figure 2. As
the amount of training data in the knowledge
acquisition stage increases, the performance of
TKK-Base improves significantly. This suggests
that pre-training the model with large-scale subtask
data will be beneficial to improving the model’s
performance.

How effective is knowledge composition?
To answer this, we use all data in the knowledge ac-
quisition stage for training and then take 5%, 10%,
20%, 40%, and 100% of the data for finetuning
with the main task. As shown in Figure 3, training
with more data in the knowledge composition
stage is also helpful. Since only using subtasks
for training loses the dependency information of
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Figure 2: Results of TKK-Base as the amount of training
data in the knowledge acquisition stage increases.
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Figure 3: Results of TKK-Base as the amount of training
data in the knowledge composition stage increases.

different subtasks, knowledge composition helps
the model to capture this information. Moreover,
fine-tuning the main task with only 5% data has
already achieved 90% and 78% of the performance
fine-tuned with all the data on Spider and CoSQL,
respectively, showing that the model only needs a
small amount of data to learn to tackle the main
task.

What is the model’s performance in terms
of different hardness levels? SQL queries in
Spider can be divided into four hardness levels:
easy, medium, hard, and extra hard (Yu et al.,
2018b). Table 7 shows a comparison between
TKK and T5 regarding these four hardness levels.
It can be seen that the performance improvement
mainly comes from hard and extra hard exam-
ples. For example, TKK-Base and TKK-Large
improve T5-Base and T5-Large by 16.3 and
10.9 absolute points on extra hard examples,
respectively. By dividing the learning process
into multiple stages, our framework dramatically
improves the model’s ability to handle complex
queries, thus leading to better overall performance.

Is TKK still effective in low-resource sce-
narios? Another perspective to study the model’s
generalization ability is to investigate its perfor-
mance in the low-resource setting. To this end, we

Models Easy Medium Hard Extra
T5-Base 839 599 425 229
T5-Large 87.5 74.0 50.0 343
TKK-Base 83.9 63.0 47.1 39.2
TKK-Large 89.5  76.5 529 452

Table 7: EM results on Spider in terms of different
hardness levels.
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Figure 4: Results of T5-Base and TKK-Base in low-
resource scenarios.

conduct experiments on Spider and CoSQL. For
each dataset, we randomly shuffle the training set
and then take 5%, 10%, 20%, and 40% of the data
for training. The results of T5-Base and TKK-Base
are shown in Figure 4. TKK-Base performs better
than T5-Base no matter how much data is used
for training, showing that our framework is also
effective in low-resource scenarios.

Case Study We also conduct a case study
to show that TKK makes fewer mistakes on SQL
clauses and is more robust to synonym substitution
compared with TS. Details are in Appendix A.

6 Related Work

Most previous work aims to solve a particular
generalization or robustness challenge for text-to-
SQL parsing. Dong and Lapata (2016) introduce
a sequence-to-tree approach for traditional i.i.d.
datasets such as GeoQuery (Zelle and Mooney,
1996). Yu et al. (2018a) propose a syntax tree net-
work to tackle the zero-shot text-to-SQL problem.
Later, various methods address the challenge from
different perspectives such as improving schema
linking (Wang et al., 2020; Hui et al., 2021b; Qin
et al., 2021; Wang et al., 2022a), data augmentation
(Yu et al., 2021a; Wu et al., 2021), or exploiting
history information (Hui et al., 2021a; Zheng et al.,
2022). Shaw et al. (2021) combines a grammar-
based approach with T5 (Raffel et al., 2020) to
address the compositional generalization challenge.
Deng et al. (2021) develop a structure-grounded
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pre-training framework for improving the model’s
robustness against natural language variations. Pi
et al. (2022) build an adversarial training example
generation framework to bring the model better ro-
bustness against table perturbations. However, the
success of specialized architectures or training ap-
proaches on one challenge cannot easily transfer to
others (Herzig et al., 2021; Furrer et al., 2020). Our
TKK framework, for the first time, shows improve-
ments in all the concerned challenging scenarios
for text-to-SQL parsing.

Our work is also related to the research of task
decomposition in NLP (Gao et al., 2022; Nye et al.,
2022; Wies et al., 2022; Wei et al., 2022; Wang
et al., 2022c¢). For example, least-to-most prompt-
ing (Zhou et al., 2022), a method purely based on
inference with a sufficiently large pre-trained lan-
guage model, reduces a complex task into multiple
subtasks and solves these subtasks sequentially. By
comparison, TKK first learns to solve simpler sub-
tasks and then the complex task. At inference time,
the model directly tackles the complex task.

7 Conclusion

This paper proposes a general and effective TKK
framework for text-to-SQL parsing, which has
three stages: task decomposition, knowledge acqui-
sition, and knowledge composition. TKK enhances
the model’s ability to acquire general SQL knowl-
edge by dividing the learning process into multiple
stages. Comprehensive evaluation on three lev-
els of generalization, namely i.i.d., zero-shot, and
compositional, and robustness demonstrates the
effectiveness of our framework.

Limitations

Although our TKK framework is conceptually sim-
ple, it needs to decompose the task into multiple
subtasks manually. It is not difficult to decompose
the text-to-SQL parsing task due to the simplic-
ity of SQL syntax. However, decomposing the
complex graph structure such as Abstract Mean-
ing Representation (AMR) is not straightforward.
Therefore, a general strategy to automatically dis-
cover the meaningful substructure of the original
task is needed. With such a strategy, our framework
can be extended to broader research areas as long
as the task can be decomposed into meaningful
subtasks. We aim to address this limitation in our
future work.
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A Case Study

Table 8 shows some real cases including questions
and the SQL queries generated by T5-3B and TKK-
3B. The first four cases are from the Spider dataset.
It can be seen that TKK can produce correct SQL
queries, while TS makes mistakes on some clauses.
The last two cases are from the Spider-Syn dataset.
After synonym substitution, TS5 is confused by syn-
onyms and outputs some tables and columns that
do not exist in the database, leading to incorrect
SQL queries. By comparison, TKK can still iden-
tify correct tables and columns.
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Spider
Question: What is the average GNP and total population in all nations whose government is
US territory?
T5-3B: SELECT avg(gnp), avg(population) FROM country WHERE governmentform =
"US Territory"
TKK-3B: SELECT avg(gnp), sum(population) FROM country WHERE governmentform =
"US Territory"
Question: Which model of the car has the minimum horsepower?
T5-3B: SELECT model FROM cars_data ORDER BY horsepower LIMIT 1
TKK-3B: SELECT car_names.model FROM cars_data JOIN car_names on cars_data.id =
car_names.makeid ORDER BY horsepower LIMIT 1
Question: What are the dog name, age and weight of the dogs that were abandoned? Note that
1 stands for yes, and 0 stands for no in the tables.
T5-3B: SELECT name, age, weight FROM dogs WHERE abandoned_yn = 0
TKK-3B: SELECT name, age, weight FROM dogs WHERE abandoned_yn = 1
Question: Return the different document ids along with the number of paragraphs corresponding
to each, ordered by id.
T5-3B: SELECT document_id, count(*) FROM paragraphs GROUP BY document_id
ORDER BY count(¥)
TKK-3B: SELECT document_id, count(*) FROM paragraphs GROUP BY document_id
ORDER BY document_id

Spider-Syn
Question-O: How many templates do we have?
Question-S: How many layout do we have?
T5-3B: SELECT count(*) FROM layout
TKK-3B: SELECT count(*) FROM templates
Question-O: What is the year that had the most concerts?
Question-S: What is the time that had the most shows?
T5-3B: SELECT time FROM concert GROUP BY time ORDER BY count(*) desc LIMIT 1
TKK-3B: SELECT year FROM concert GROUP BY year ORDER BY count(*) desc LIMIT 1

Table 8: Case study. Question-O is the question in the original Spider dataset. Question-S is the question in the
Spider-Syn dataset, modified from Question-O using synonym substitution.
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