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Abstract

Long-form question answering (LFQA) aims
to generate a paragraph-length answer for a
given question. While current work on LFQA
using large pre-trained model for generation
are effective at producing fluent and somewhat
relevant content, one primary challenge lies
in how to generate a faithful answer that has
less hallucinated content. We propose a new
end-to-end framework that jointly models an-
swer generation and machine reading. The
key idea is to augment the generation model
with fine-grained, answer-related salient infor-
mation which can be viewed as an emphasis
on faithful facts. State-of-the-art results on
two LFQA datasets, ELI5 and MS MARCO,
demonstrate the effectiveness of our method, in
comparison with strong baselines on automatic
and human evaluation metrics. A detailed anal-
ysis further proves the competency of our meth-
ods in generating fluent, relevant, and more
faithful answers.

1 Introduction

Long-form question answering (LFQA) is a task to
generate an in-depth, paragraph-length answer for
a given question (Fan et al., 2019). It is important
since many of the everyday questions that humans
deal with and pose to search engines require multi-
sentence explanations (Khashabi et al., 2021) (e.g.
why/how.. ?). It can be integrated with a search en-
gine (Metzler et al., 2021), or a virtual conversation
agent, and can also be used to generate explana-
tions as a complement to short-phrase answers for
open-domain questions (Kwiatkowski et al., 2019;
Yang et al., 2018), or to answer open-ended ques-
tions like those from Reddit forum “Explain Like
I’'m Five” (Fan et al., 2019).

LFQA is quite a challenging task. It often in-
volves searching a large external knowledge source

* Work done during an internship at Huawei Noah’s Ark
lab

Question: definition of sadduction

FiD: Sadducees. noun. The definition of a sadducee is a person who
acts in a deceitful or duplicitous manner. An example of a Sadduceee
is a politician who acts deceitfully in order to gain political power.1 a
member of a Jewish sect that was active during the Second Temple.

RBG(ours): The Sadducees wer:
active in Judea during th d, starf
y BCE throug tion of the Te
The sect was identified by Josephus with the upper social and
economic ecoshon of Judean society.

s i 1g from the second
century BCE through the
destruction of the Temple in 70
CE

Josephus associates the sect with
the upper social and economic
echelon of Judean society.

Figure 1: An example from MS MARCO (Nguyen et al.,
2016) dataset. We highlight the unfaithful snippets from
other model. Our model(RBG) generate more factually
accurate answer.

that contains millions of documents for relevant in-
formation. Then it generates a paragraph-length an-
swer from those retrieved sources. While the great
success in retrieval technique (Guu et al., 2020;
Karpukhin et al., 2020; Lee et al., 2019) can be
carried over to the LFQA setting, more challenges
lie in the generation. First, multiple documents that
contain hundreds of tokens need to be considered
for generation, raising difficulties in the direct use
of current pre-trained language models. Second, as
different documents may contain redundant, com-
plementary, or contradictory information, how to
synthesis the information and generate a faithful
answer that has less hallucinated content is even
more challenging.

While recent work on LFQA (Krishna et al.,
2021) focuses primarily on the first challenge, and
has produced fluent and somewhat relevant content,
the latter faithfulness challenge has not been ex-
plored. However, the faithfulness issue is quite im-
portant for LFQA. As the example in Fig. 1 shown,
a fluent and relevant but unfaithful answer (high-
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light in green) will mislead users.

In this paper, we propose a novel end-to-end
framework named RBG (Read Before Generate)
for LFQA to address the aforementioned chal-
lenges. The key idea for enhancing answer faith-
fulness is to augment the generation process with
predicted salient information which can be viewed
as an emphasis on answer-related facts. Specif-
ically, we combine a Seq2Seq language model-
based generator with a machine reading compre-
hension (reader) module. The reader produces an
evidence probability score for each sentence, which
will be integrated with the generator for final distri-
bution prediction. We perform evidence fusion in
a similar way as FiD (Izacard and Grave, 2021) to
equip the pre-trained language model with multiple
input documents for generation. To further enhance
the factual grounding ability of RBG, we propose
an additional pre-training task to encourage the
model to rely more on retrieved documents to gen-
erate factual statements. The details are explained
in Section 2.

We conduct thorough experiments on our
method and several baselines on ELI5 (Fan et al.,
2019), the only publicly available large-scale
LFQA dataset, and also on MS MARCO (Nguyen
et al., 2016) passage ranking data, which can also
be transformed into an answer generation task. The
proposed method tops the public leaderboard of the
KILT (Petroni et al., 2021) Benchmark on the ELI5
dataset. It also outperforms the baselines, includ-
ing non-retrieval and retrieval-based methods, such
as DPR-BART (Petroni et al., 2020), RAG (Izac-
ard and Grave, 2021) and FiD (Izacard and Grave,
2021), with improvement on the automatic evalu-
ation results on the MS MARCO dataset. Human
evaluation results further validate that our proposed
framework can improve the generation quality in
terms of relevance and factual correctness.

Our contributions are summarized as follows:

* To the best of our knowledge, we are the first
trying to tackle the faithfulness challenge in
LFQA.

* We propose a new and effective framework
for open-domain LFQA to generate answers
with the guidance of a sentence evidence score
from a machine reading module, as well as
an additional factual grounding-oriented pre-
training task.

* We show the effectiveness of our method by
both automatic evaluation and human eval-

uation on two large-scale datasets, and we
also demonstrate by human evaluation that
our method improves the factual correctness
of generated answers while still keeping high
informativeness.

2 A state-of-the-art LFQA system

To generate in-depth, long-form answers for a given
general domain question, we first use a retriever
to search for relevant information from a large ex-
ternal knowledge source. Then our reader and the
generation module take the multiple retrieved doc-
uments together with the question as input to gen-
erate the answer. Specifically, the reader module
adopts a machine reading comprehension (MRC)
model to produce an evidence score for each sen-
tence in each document, while the generator, which
adopts a large pre-trained Seq2Seq language model,
fuses the sentence evidence score into its genera-
tion process. Our framework is shown in Figure 2.

2.1 Supporting document retriever

We use DPR (Karpukhin et al., 2020) to retrieve
the supporting documents following the typical
methods in the state-of-the-art framework for open-
domain QA (Izacard and Grave, 2021; Lewis et al.,
2020b). The passage and question are represented
as 768-dimensional dense vector representations,
computed via the BERT-based bi-encoder networks
of DPR. The retriever will rank the documents ac-
cording to their relevance, calculated as

Scorer.(Q, D;) = BERT,(Q)"BERTy(D;) (1)

Retrieval is performed using approximate near-
est neighbors with the FAISS' library. We denote
D ={Dy, Do, ..., Dy} as the top-K retrieved doc-
uments for question Q).

2.2 Document reader

Since there are no golden retrievals for long-form
answers, the retrieved documents may contain com-
plementary, contradictory, or redundant informa-
tion related to the answer. Thus, we propose to use
a reader module to explicitly predict the sentence-
level evidence probability in each document.

Evidence span prediction We use a machine
reading comprehension (MRC) model to predict
the evidence span in each document, as these mod-
els approach or even outperform human-level per-
formance on many datasets (Joshi et al., 2020).

'github.com/facebookresearch/faiss

745


github.com/facebookresearch/faiss

Wikipedia ! Top-K doc&Q pairs

pages
< D1,Q >—

! Question _t

i Encoder <Dy, @ >—

77 Q: How do Jellyfish
|_function without brains? !

4—> Encoder —>

—> Encoder —>

—> Decoder

Figure 2: Overview architecture of our RBG framework. RBG comprises a supporting document retriever, a

document reader and a generator.

The MRC model takes the concatenation of the re-
trieved document D; and question () as input, and
outputs the prediction of the start and end position
of the potential evidence spans in D);. Specifically,
it outputs two probability distributions over the to-
kens in D;: Pf(ws) and P¢(w,), where P (ws) /
P¢(wy) is the probability that the token w is the
start/end of the evidence span in D;.

Sentence evidence probability Originally, the
MRC model was designed to give accurate, short-
phrase span prediction (Rajpurkar et al., 2016), but
we argue that a sentence-level evidence probabil-
ity will be better in our scenario. The support-
ing sentences can provide the minimum required
context information for each answer span, which
is quite important, especially in multi-document
generation (Xu and Lapata, 2020). We define our
sentence-level evidence probability score for the
i-th document P!, (S) as the summation over all
token-level evidence probabilities in that sentence,
and it is calculated via

Pla($) =330 (o) + Piws) @)

Prea(S) = Norm(Prlea(S); -"Pﬁea(s); Pr[ga(s))

3)
We concatenate P?,, and normalize the distribu-
tion as Pyeq(S), where P, (S) denotes the final
sentence-level evidence probability in all the K
documents regarding the question.

Multi-task MRC As there are no golden an-
swer spans for LFQA data, we need a MRC
model that has enough generalization ability for
open domain questions as a starting point. We
choose SpanBERT (Joshi et al., 2020), and fur-
ther fine-tune it in a multi-task way on six large-

scale MRC datasets from the MRQA shared
task (Fisch et al., 2019) following work by Su
et al. (2019): SQuAD (Rajpurkar et al., 2016),
NewsQA (Trischler et al., 2017), TriviaQA (Joshi
et al., 2017), SearchQA (Dunn et al., 2017),
HotpotQA (Yang et al., 2018), and NatualQues-
tions (Kwiatkowski et al., 2019). The multi-task
fine-tuned MRC model R will be further jointly
trained with the generator, using the golden answer
in a distantly supervised way.

2.3 Generator

FiD-BART We choose BART as our genera-
tion backbone because of its outstanding perfor-
mance on many generation tasks, especially on
long-form abstractive summarization task (Lewis
et al., 2020a). We propose FiD-BART, follow-
ing the Fusion-in-Decoder idea from Izacard and
Grave (2021), to empower BART to deal with
multiple, long-document inputs. FiD-BART pro-
cesses each document independently in the encoder,
while performing the cross-attention in the decoder
jointly.

The encoder encodes the concatenation of each
supporting document D; and the question (). More
precisely, we append the special tokens question:
before @, title: and context: before the title and
text of each document D;. We denote the encoded
final representation of the encoder as Ay, which
is the concatenation of the K encoder outputs h, .
(hi, . € R¥) for the ith document:

h!, .= Encoder(Q; D;) 4)
LJhE o hE ) (5)

hene = (hi’nc’ ceo Henes enc
The partial structure of the decoder can be illus-
trated by Eq.(6)—(8), where h; is the representation
for the [-th decoder layer. We denote hg4.. as the

746



last layer decoder outputs:
hi = SelfAttention(hy, hy, h;) 6)

h? = LayerNorm(h; 4 h{) (7)

hi = CrossAttention(hlb, henes hene) — (8)

As we can see, FID-BART can scale to a large

number of input documents within a linear compu-
tation time.

2.4 Reader-before-generator
To incorporate the evidence probability into gen-
eration, we apply the pointer-generator model (de-
picted in Figure 2). The attention distribution A
and context vector h., and the generation probabil-
ity pgen € [0,1] are calculated as follows:
A= softmax(hdechznc) 9)
he = Ahene (10)
Pgen = sigmod(Wehe + Wyhgec) (11
where W, and W, are learnable parameters. pye, 18
used as a soft switch to choose between generating
a word from the generator by sampling from the
vocab, or copying a word from the input sequence

by sampling according to the evidence distribution
Preo(w):

Pgen(w) = lmhead(hdec)
Prea(w) - Zs:wszw,wSES Prea(S)

P(w) = pgenPgen(w) + (1 - pgen)Prea(w)
(14)

(12)
(13)

2.5 Pre-training
To further improve the ability to ground on re-
trieved documents, we propose a pre-training task:
retrieval-augmented recovery (RAR). Instead of
recovering the corrupted text through the internal
knowledge memorized in model parameters (Raf-
fel et al., 2020; Lewis et al., 2020a), RAR encour-
ages the model to rely more on external retrieved
documents to generate factual statements. Specif-
ically, given an original text S, we retrieve the
top-k documents D1, Do, ..., D from the knowl-
edge corpus using BM25 (discarding S itself), and
we replace 30% of the words in S with [MASK]to
form a pseudo query (). The pre-training task asks
our RBG model to recover S with the input of the
pseudo query () and k retrieved documents, which
can be formulated as

S = RBG(Q; D1, Do, ..., Dy) (15)
To involve more factual information during the
text corruption and recovery process, we sample
1 million sentences of S corresponding to at least
one knowledge base triplet from Wikipedia with
the text-triple alignment of TREX (Elsahar et al.,

2018a).
3 Experiment Setups

3.1 Datasets

We conduct experiments on the two following
datasets, both of which concentrate on long form
generative QA.

ELIS (Fanetal., 2019) is the only publicly avail-
able large-scale LFQA dataset. It is a collection
of question-answer pairs extracted from the Reddit
forum "Explain Like I'm Five"(ELIS5). We use the
KILT (Petroni et al., 2021) version of the dataset
from its Github repository?, which has 272,634
training examples and 1,507 development exam-
ples. The average length of the answers is 130
words.

MS MARCO (Nguyen et al., 2016) is a dataset
of crowdsourced responses to Bing queries. We
use the question-answer pairs of the MS MARCO
passage ranking track for training and evaluation,
as they are more abstract and reliant on multi-
document information than those of the NLG track.
The training example size is about 500,000 and the
evaluation example size is 6980.

Knowledge source The external knowledge
source of the retriever is the Wikipedia paragraphs,
which are provided in the KILT benchmark as a
unified knowledge source for knowledge-intensive
tasks, including open-domain LFQA (Petroni et al.,
2021). It is based on the 2019/08/01 Wikipedia
snapshot, and contains 5.9M articles.

3.2 Baselines

BART and T5 We fine-tune BART (Lewis et al.,
2020a) and TS5 (Raffel et al., 2020) using QA pairs
without explicit retrieval, and include them as our
baselines which rely only on parameterized inter-
nal knowledge (Roberts et al., 2020) to generate
answers.

DPR-BART is our retrieval-based LFQA base-
line. We follow Petroni et al. (2020) to retrieve
and prepend the top-3 passages from DPR for each
input sample, and use context-enhanced training
data to fine-tune a BART model.

RAG (Lewis et al., 2020b) is an end-to-end
retrieval-augmented generation model which back-
propagates to the retriever’s input encoder. We
experiment with fine-tuning RAG on LFQA tasks,
establishing a strong baseline on all of them. At ev-
ery generation step we retrieve the top-5 passages
and use them as supporting documents.

2github.com/facebookresearch/KILT
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FiD (Izacard and Grave, 2021) encodes each pas-
sage independently and combines all outputs from
the encoder before passing them to the decoder.
FiD has achieved superior performance on a num-
ber of open-domain QA tasks (Izacard and Grave,
2021). We implement FiD-BART, using BART as
the generation backbone, as our strongest baseline.

4 Experiment Results

4.1 Automatic Evaluation

We use the metrics unigram F1 score and ROUGE-
L (LIN, 2004) in previous work on LFQA (Petroni
et al., 2021; Krishna et al., 2021) to evaluate and
compare the generation quality of our method.

Overall Comparison Table 1 shows the perfor-
mance of various methods on the two datasets. As
shown, our RBG method outperforms all baselines
models with regard to both evaluation metrics on
both datasets. The RBG method also outperforms
the previous state-of-the-art method c-REALM+RT
on the KILT-ELI5 leaderboard® (Krishna et al.,
2021), as shown in Table 2.

Models Eli5 MS MARCO
ROUGE-L F1 ROUGE-L F1
T5(base) 21.02 18.36 21.19 20.03
BART(large) 22.69 22.19 23.26 25.6
DPR+BART 17.41 17.88 23.01 25.13
RAG 16.11 17.24 - -
FiD 25.70 28.55 24.64 27.08
RBG(ours) 26.46 29.04 24.72 27.52

Table 1: Performance comparison between our RBG
method and the baselines on the KILT-ELIS (Petroni
et al., 2021) and MS MARCO (Nguyen et al., 2016)
evaluation sets.

Model Retrieval Generation
PRr. R@5 F1 R-L KRL
RBG(ours) 10.83 2725 24.53 2713 2.62
DPR_kilt_wiki | 14.83 27.69 1645 1591 246
c-REALM! 10.67 2456 23.19 22.88 2.36
DPR+BART 10.67 2692 1741 17.88 1.90
RAG 11.00 2292 14.05 14.51 1.69
BART-large 0.00 0.00 20.55 19.23 0.00
T5-base 0.00 0.00 19.08 16.10 0.00

Table 2: Results on the ELIS test set on the KILT leader-
board. Our RBG tops the leaderboard in terms of (1)
retrieval performance, using R-precision(RPr.) and Re-
call@5(R@5), and (2) generation quality, using F1 and
ROUGE-L(R-L). These scores are combined to produce
the overall metric KILT R-L(KRL) (Petroni et al., 2021).
c-REALM! is from (Krishna et al., 2021)

*https://evalai.cloudcv.org/web/
challenges/challenge-page/689/
leaderboard/1908

Fine-grained Comparison Intuitively, the qual-
ity of retrieved documents will affect the generation
quality, thus we provide a fine-grained performance
comparison. We split MS-MARCO evaluation set
into different subset based on the quality of the
retrieved documents*, and compare the ROUGE-L
score between FiD and RBG under each subset.

As we can see from Table 3, even though RBG
beats FiD by 0.1 Rouge-L score on the whole MS-
MARCO evaluation set, the performance gap con-
tinue increasing as the retrieval quality of the eval-
uation subset increased. This indicates that RBG
is especially effective when high-quality retrieval
documents is provided, which matches with our
intuition.

>ngram overlap 0 04 0.6 0.8
# of documents 6980 3493 1470 489
FiD | 24.64 28.04 33.62 4525
ROUGE-L RBG | 24.72 28.59 34.38 46.29
>retrieval score 0.0 75 80 85
# of documents 6980 5811 3188 1001
FiD | 24.64 247 2563 26.81
ROUGE-L RBG | 24.72 2546 26.53 27.96

Table 3: Fine-grained comparison between FiD and
RBG on different subset of MS-MARCO evaluation
data.

4.2 Human evaluation

We further evaluate our model using human an-
notators, who we ask to quantify three aspects of
the generated answer, (1) fluency, which measures
whether the answer is coherent and less repetitive;
(2) relevance, which measures the amount of in-
formation relevant to answering the question, and
(3) factual correctness (also briefly called correct-
ness), which measures the correctness and faithful-
ness of all facts involved in the generated answer.
We select FiD, which is the strongest baseline
in terms of automatic metrics, for comparison. We
sample evaluation questions from the MS MARCO
dev set, which are better supported by Wikipedia
knowledge than ELI5. Table 4 shows the absolute
evaluation results of human annotation. To reduce
the impact of scale selection inconsistency of differ-
ent annotators, we also show the relative evaluation
results in Table 5. We can see that both types of

* We consider two metrics to measure the retrieval quality
for a certain question: (1) Top-1 document retrieval score
which is the matching score output by the retriever (Equa-
tion. 1) for the top-1 document to measure the corresponding
semantic relevance to the given question, and (2) N-gram
overlap, which is the N-gram overlap between the golden
answer and the top-k retrieved documents.
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Model Fluency Relevance Correctness
FiD 2.62 2.34 2.07
RBG(ours) 2.70 2.50 2.41

Table 4: Absolute human evaluation results for RBG vs.
FiD on MS MARCO. The table shows the mean value
across all annotators and examples for each metric.

Aspect Prefer FiD Prefer RBG  Tie
Fluency 12% 26 % 62%
Relevance 18% 48 % 34%
Correctness 4% 62% 34%

Table 5: Relative human evaluation results for RBG vs.
FiD on MS MARCO. The percentages represent the
ratio of one model being voted as preferred by multiple
annotators on a metric.

results indicate that RBG outperforms FiD in terms
of all three aspects. RBG has more advantages over
FiD on the metric of factual correctness, possibly
benefited by the introduction of the reader module
and additional pre-training. More details of the
human evaluation setup and statistical analysis can
be found in Appendix C.

4.3 Ablation

To further investigate the contribution and effect of
each module in the proposed system, we conducted

a systematic ablations on the MS-MARCRO evalu-
ation dataset.

No. models MS MARCO

ROUGE-L F1
0 RBG(ours) 24.72 27.52
1 w/o reader 24.66 27.30
2 w/o pre-training 24.65 27.38
3 | w/oreader + pre-training 24.64 27.08
4 w/ reader frozen 24.51 25.85
5 w/ random retrieval 22.84 25.23

Table 6: Ablation results on the MS MARCO evaluation
set. A more fine-grained results comparison is shown
with analysis in Section 5.

w/o reader/pre-training: We respectively re-
move the reader module (w/o reader), the pre-
training (w/o pre-training), and both together (w/o
reader + pre-training) from our model , to test
the contribution of each part. As we can see from
Table 6, without the reader to predict the evidence
probability, the generation performance decreases
in both metrics, and the performance continues to
drop without the pre-training.

w/ reader frozen: We freeze the reader to inves-
tigate the benefit of distantly supervised end-to-end
training of the reader module. As we can see from
Table 6, the results on both metrics drop, especially
the F1 score, which proves the effectiveness of the
end-to-end training.

w/ random retrieval: To investigate whether and
how much the generation process is grounded in
the retrieved documents, we replace retrieved para-
graphs with randomly sampled paragraphs from
Wikipedia at inference time for comparison. As
we can see, the ROUGE-L drops significantly with
randomly retrieved documents, and it is also worse
than the baseline systems such as BART and DPR-
BART (Table 1).

S Further analysis

We conduct further analysis on the results, consid-
ering that LFQA is a complicated but less explored
task, which deserves a complete investigation.

5.1 How does retriever affect the generation
quality?

We further investigate the effects of the quality of
retrieved documents on the final generation. We
split the evaluation sets of the two datasets via dif-
ferent thresholds for the two metrics* and calculate
the corresponding ROUGE-L score for each subset.
As we can see in Table 7, better-retrieved docu-
ments always bring better generation quality, indi-
cating the importance of high-quality supporting
documents for the generation process.

We also measure the effects of the number of
retrieved documents K on the generation quality
and find that the best K from {5, 10, 20, 50} is 10.
More retrieved documents do not improve genera-
tion quality as in open-domain QA.

>retrieval ELI5 MS MARCO
score(top-1) | # of data ROUGE-L | # of data ROUGE-L
0.0 1570 26.35 6980 24.72
75 1270 26.37 5811 25.46
30 479 26.38 3188 26.53
85 72 26.96 1001 27.96
90 11 27.25 161 27.61
>ngram ELI5 MS MARCO
overlap | #of data ROUGE-L | #of data ROUGE-L
0.0 1570 26.35 6980 24.72
0.4 460 27.09 3493 28.59
0.5 260 27.31 2470 30.72
0.6 109 27.52 1470 34.38
0.7 48 27.63 845 39.64
0.8 27 27.17 489 46.29

Table 7: Fine-grained results of our RBG on ELIS and
MS MARCO. With high-quality retrieval (higher N-
gram overlap or retrieval score threshold), the answer
quality (ROUGE-L) increases on both datasets.

5.2 How does the reader contribute to the
generation?

As shown in the ablation study, the reader mod-

ule improves the overall performance on the MS

MARCO evaluation dataset. We further investigate
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Figure 3: ROUGE-L versus document retrieval perfor-
mance for reader analysis.

Aspect Prefer w/o reader Prefer w/ reader  Tie
Fluency 15% 35% 50%
Relevance 17% 57% 26%
Correctness 25% 45% 30%

Table 8: Human evaluation results for RBG reader anal-
ysis on MS MARCO. The model with reader has better
generation performance in terms of fluency, relevance
and correctness.

its performance when retrieved documents with
different quality levels are provided.

We show in Figure 3 the fine-grained comparison
results between ablation models No.2: RBG w/o
pre-training and No.3: RBG w/o pre-training +
reader. As we can see, the difference in ROUGE-L
between the two models increases as the quality
of the retrieved documents improves, indicating
the reader’s strong capability, especially on high-
quality data. This also matches with our intuition.
We also conduct a human evaluation for reader
analysis, and we show the results in Table 8.

5.3 How does pre-training help?

We also compare the models’ performance in a
fine-grained way, to quantify the contribution from
our pre-training task. We show in Figure 4 the
fine-grained comparison results between ablation
models No.1: RBG w/o reader and No.3: RBG w/o
pre-training + reader. As we can see, the model
with pre-training is better in most situations than
that without pre-training. The human evaluation in
Table 9 also indicates the effectiveness of our pre-
training task to improve the factual correctness and
relevance of the generated answer. We conjecture
that the pre-training task of retrieval-augmented re-
covery can facilitate the downstream LFQA model
to combine multiple pieces of evidence from dif-

Aspect Prefer w/o pre-training  Prefer w/ pre-training  Tie
Fluency 40% 43% 17%
Relevance 20% 33% 47%
Correctness 23% 47 % 30%

Table 9: Human evaluation results for RBG pre-training
analysis on MS MARCO. The model with RAR pre-
training has better generation performance in terms of
relevance and correctness.

Rouge-L vs. N-gram overlap threshold Rouge-L vs. Retrieval score threshold

= RBG w/o pre-training+reader - RBG wio pre-training+reader
45.0 | —o- RBG wio reader 275 | = RBG wlo reader _—

30.0 =

04 05 06 07 0.8 75 80 85 o
N-gram overlap threshold Retrieval score threshold

Figure 4: ROUGE-L versus Document retrieval perfor-
mance for pre-training analysis.

ferent retrieved documents to generate the final
answer.

5.4 Faithfulness analysis

Zero-shot on extractive QA tasks Inspired by
previous work (Wang et al., 2020; Durmus et al.,
2020) which leverage a Question Generation(QG)
and a QA model to generate question answer pairs,
to evaluate the faithfulness of a summary>, we pro-
pose to evaluate answer faithfulness via evaluation
on two simpler open-domain QA datasets: Natu-
ralQuestions (Kwiatkowski et al., 2019) and Hot-
potQA (Yang et al., 2018), which contain single-
hop or multi-hop factual questions with golden an-
swers ({(gi,af)}™,) where a$ can be extracted
from Wikipedia-based documents. We use the
trained models (based on MS MARCO) in Table 1
to do zero-shot long-form answer generation for
these two datasets {af; = Modelns(g;) }, and mea-
sure the short-answer recall (the ratio of golden
answer span a® contained in the generated long
answer a') as an estimation of faithfulness of the
generated long-answer:

>y Lag € af] (16)

m

We show the results in Table 10. As we can see,
our system achieves comparable performance with
FiD on NQ, and it consistently outperforms other
strong baselines on multi-hop dataset hotpotQA, in-
dicating its capability in generating faithful answer
especially on complex question that need to synthe-
sis information. We also give concrete examples
in Appendix E that show our model can generate
more faithful snippets than FiD apart from auto-
matic metrics.

Score(q,a®,al) =

Case Study To have a concrete understanding of
the reader’s role to address faithfulness, we show
two examples in Table 11. While both models use
the same ctxs, RBG w reader generates a more rel-

SThey generate question answer pairs <¢,a.sum> from the
summary, and compare a s, with the answer a. from source
document for g, to evaluate faithfulness.
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NQ Recall HotpotQA Recall
T5 4.76 7.20
BART-large 10.44 9.13
DPR+BART 16.37 11.57
FiD 43.93 22.94
RBG(ours) 43.93 23.36

Table 10: Faithfulness Analysis of the system generation
quality via zero-shot evaluation on NQ (Kwiatkowski
et al., 2019) and HotpotQA (Yang et al., 2018).

evant answer, and w/o reader only gives some
correct but unrelated statements (Case 1). The
reader also contributes to generating more faithful
answers, as shown in Case 2. However, we notice
that there is one unfaithful statement, which hallu-
cinates the ’second-oldest’ as *oldest’. This might
be because of the property of our MRC model: it
gives a high evidential score to one sentence, and
weakening the importance of other sentences in the
same document.

Question: what does abc stand for in liquor store?

w/o reader answer: ABC stores. A liquor store is a retail
shop that predominantly sells prepackaged alcoholic bever-
ages intended to be consumed off the store’s premises. ...,or
other similar terms.

w/ reader answer: ABC stands for Alcoholic Beverages Con-
trol (ABC Stores) and is a type of liquor store that is owned
and operated exclusively by the state government, where liquor
stores often sell only spirits or sometimes sell spirits and wine
but not beer...

ctxs: [{text: ...In seventeen alcoholic beverage control (ABC)
states, ...},...,{text:operated exclusively by the state govern-
ment, where liquor stores often sell only spirits or sometimes
sell spirits and wine but not beer., ...,because purchased liquor
must be packaged in sealed bottles},...,{...}]

Question: dow jones industrial average please?

w/o reader answer: The Dow Jones Industrial Average
(DJIA) is an index of 30 major U.S. stock indexes. The DJIA
was created in 1896 by Charles Dow, a statistician and editor
of The Wall Street Journal. The index was first published in
the mid-1880s, and was last updated on May 26, 1896.

w/ reader answer: The Dow Jones Industrial Average (DJIA)
is a stock market index that tracks the performance of the 30
largest U.S. industrial companies. It is owned by S&P Dow
Jones Indices, which is majority owned by Standard & Poor’s
Global. The Dow is the oldest and most famous of the Dow
averages. It was created by Charles Dow in 1896.

ctxs: [{text:...,was originally published on February 16, 1885.
...The industrial average was first calculated on May 26,
1896..},...{text:...It is the second-oldest U.S. market index
after the Dow Jones Transportation Average. Currently owned
by S&P Dow Jones Indices, which is majority owned by S&P
Global..},...,{...}]

Table 11: Examples from MS MARCO dataset. We
highlight the sentences that have high evidential prob-
ability from the reader, and use green to mark out the
unfaithful snippets.

6 Related work

Grounded generation is the task of leveraging
external knowledge sources to enhance the gen-
eration. Previous work has either used structured

external knowledge source (Liuetal., 2018; Young
et al., 2018; Su et al., 2020a) or unstructured data.
Zhou et al. (2018) introduced a document grounded
dataset for text conversations, and Wu et al. (2021)
proposed to extract lexical control phrases to do
controllable grounded response generation, while
Zhang et al. (2021) jointly trained a retriever and
generator so that annotated text reference parallel
data are not needed.

Open-domain QA is the task of answering
general-domain questions (Chen et al., 2017), in
which the evidence is usually not given. Models
that explicitly exploit an external corpus are re-
ferred as open-book models (Roberts et al., 2020).
They typically index the corpus and then retrieve-
and-read to extract the answer span from docu-
ments (Chen et al., 2017; Lee et al., 2019; Izacard
and Grave, 2021; Lewis et al., 2020b). Another
recently proposed class of methods is closed-book
QA models (Ye et al., 2020; Roberts et al., 2020).
They fine-tune pre-trained language models such
as TS5 (Raffel et al., 2020) or BART (Lewis et al.,
2020a) with QA pairs without access to any exter-
nal knowledge or context.

Query driven multi-document summarization
(QFMD) aims to generate a summary accord-
ing to the query and the provided relevant docu-
ment(s) (Tombros and Sanderson, 1998). Baumel
et al. (2018) incorporated query relevance into a
pre-trained abstractive summarizer, while Xu and
Lapata (2020) and Su et al. (2020b) utilized QA
models for sentence- or paragraph- level evidence
ranking. Su et al. (2021) tried to improve the rele-
vance of the summary by incorporating an answer
relevance score for the source documents into the
generation.

7 Conclusion

We propose a new end-to-end framework RBG
that jointly models answer generation and ma-
chine reading to tackle the faithfulness issue in
LFQA. Experiments on two LFQA datasets, ELIS
and MS MARCO, demonstrate the effectiveness
of our method in comparison with strong baselines
on automatic and human evaluation metrics. The
detailed analysis further proves the competency
of our method in generating fluent, relevant, and
more faithful answers. We also propose to evaluate
the factual correctness of LFQA model by answer-
ing questions of extractive QA tasks (e.g., Natural
Questions), which may be helpful to evaluate the
faithfulness of LFQA model efficiently.
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A Implementation details

We initialize our generation models with the pre-
trained BART-large models (Lewis et al., 2020a),
available in the HuggingFace® Transformers li-
brary. Our reader models was initiated from Span-
BERT(base&cased), from Facebook Github’, and

®github.com/huggingface/transformers
"https://github.com/facebookresearch/
SpanBERT

further fine-tuned on MRQA datasets for 4 epochs,
using the default fine-tuning configurations. Our
RBG is trained using Adam (Kingma and Ba, 2014)
with a constant learning rate of 5e-5 and weight
decay at 0.01. We train the model for 50k gradient
steps, with a batch size of 4, using 8 Tesla V100
32Gb. We evaluate the models every 500 steps and
select the best one on the validation set (1/8 of the
evaluation set) based on the Rouge score. The max-
imum source document length is set to 300, and
the target sequence length is set to 300. During
inference, we use beam search with beam size of 4.

B Document retriever model details

As the question/answers in LFQA may cover
different domains and topics, we use a multi-
task variant of DPR to guarantee the retrieval
performance. The retriever is trained jointly
on the union of all knowledge-intensive train-
ing data in KILT benchmark (Petroni et al.,
2021), including TrivaQA (Joshi et al., 2017),
kwiatkowski2019naturaluestion  (Kwiatkowski
et al., 2019), HotpotQA (Yang et al., 2018),
Fever (Thorne et al., 2018), zsRE (Levy et al.,
2017), AY2, T-REx (Elsahar et al., 2018b) and
WoW (Dinan et al., 2018).

C Human evaluation setup and analysis

Basic setup As shown in Table 12, we sample 50
questions for each comparison and assign 3 anno-
tators for each generated answer, which brings a
workload of 450 judgments on model preference
for each evaluation aspect. This process takes large
amounts of energy and time considering the dif-
ficulty and challenges of factual-related annota-
tion. We sample 10 questions from each of five
development subsets corresponding to 5 levels of
answer-passage overlap, which is a stratified sam-
pling strategy. The answer position of each model
is randomly shuffled to reduce the bias of position
preference. 15 participants in our human evaluation
are all researchers or students in computer science
who speak and read English well.

Comparison #Questions #Annotators/answer
RBG vs. FiD 50 3
Reader analysis 50 3
Pre-training analysis 50 3

Table 12: Details of human evaluation for three compar-
isons.

754


github.com/huggingface/transformers
https://github.com/facebookresearch/SpanBERT
https://github.com/facebookresearch/SpanBERT

Scoring setup We ask each annotator to select
a score from {1,2,3} for each generated answer in
terms of three aspects: fluency, relevance and fac-
tual correctness. During scoring, the annotators are
asked to preserve the relative better-or-not relation-
ship between two models as much as possible. In
particular, for the metric of factual correctness, the
annotators check the correctness of all factual state-
ments involved in a generated answer by referring
to Wikipedia (EN), other web pages and the golden
answer. The answer with significantly fewer factual
errors will get a higher score on factual correctness.
We show cases in Table 16 to demonstrate how the
annotator evaluate three aspects in our experiment.

Statistical analysis We present the agreement
among annotators on model preference in Table 13
by calculating the Fleiss Kappa (Fleiss, 1971) as the
inter-rater consistency. The RBG vs. FiD compari-
son achieves better annotation agreement than other
two ablation comparisons, maybe because RBG in-
tegrates both two of our contributions to improve
the answer quality. In the comparison of RBG vs.
FiD, annotators achieve a “moderate agreement”
on the aspect of correctness and “fair agreement”
on relevance (Landis and Koch, 1977). Annotators
achieve best agreements on fluency in all compar-
isons. It’s more difficult to achieve a high degree of
annotation consistency on factual correctness and
relevance than fluency due to complicated facts
involved in the generated answer. Therefore, we
recommend taking preferred ratio as the core metric
for factual-related evaluation following (Krishna
et al., 2021; Nakano et al., 2021). We also present
score variance of four models involved in human
evaluation in Table 14. It’s natural that the fluency
score has the smallest variance while the difficult-
to-annotate correctness has largest variance.

Comparison fluency relevance correctness
RBG vs. FiD 0.65 0.33 0.47
Reader analysis 0.55 0.12 0.06
Pre-training analysis | 0.62 0.16 0.08

Table 13: Agreement analysis for three comparisons
in terms of three aspects. We use Fleiss Kappa (Fleiss,
1971) to measure the agreement degree between anno-
tators. The score range of [0,0.2] corresponds to slight
agreement, [0.2,0.4 ] corresponds to fair agreement and
[0.4,0.6] corresponds to moderate agreement (Landis
and Koch, 1977).

Comparison fluency relevance correctness
RBG 0.14 0.33 0.46
RBG w/o reader 0.22 0.34 0.48
RBG w/o pre-training 0.16 0.26 0.45
RBG w/o reader+pre-training | 0.28 0.42 0.64

Table 14: Score variance of four models involved in

human evaluation.

ndocs | ROUGE-L F1
5 24.63 27.29
10 24.72 27.52
20 24.39 26.68
50 2343 25.94

Table 15: Generation performance versus the num-
ber of retrieved documents of our model on MS
MARCO (Nguyen et al., 2016).

D Number of retrieved documents on
Generation Quality

We also investigate the effects of number of re-
trieved documents k, on the answer generation
quality. As we can see in Table 15, the genera-
tion quality in terms of ROUGE-L and F1, do not
further improve as the number of k increases, and
the best performance are obtained when k£ = 10 in
our case.

E Case of zero-shot experiments on NQ
and HotpotQA

In addition to automatic evaluation on the two
datasets, we also show concrete examples to give
a better understanding. As we can see in Table 17,
BART tends to generate unfaithful answers as it
lacks of external knowledge related to the specific
question, and DPR + BART produces somewhat
faithful but irrelevant answers, while FiD performs
much better but still with partially unfaithful gener-
ations. In comparison, our RBG can generate more
fluent, specific and factually accurate responses.
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Question Generated answer flr|c
Modell: Hyperthyroidism is a condition in which the thyroid gland | 3 | 1 | 3
produces too much thyroid hormone. The thyroid gland is a butterfly-
shaped gland located in the neck. It is the only gland in the body
that is responsible for the production of thyroid hormone, which helps
regulate the body’s metabolism.

Model2: Hyperthyroidism is a condition in which the thyroid gland pro- | 3 | 3 | 3
duces too much thyroid hormone. This can cause the body to produce
more thyroid hormone than it needs. This causes the thyroid to over-
produce thyroid hormone, which can lead to a number of symptoms,
including: 1 Weight gain. 2 Nausea. 3 Fatigue. 4 Vomiting.

Modell: Cabo de Hornos is the southern tip of South America’s Cape | 3 | 2 | 1
Horn Archipelago. It is the largest island in the Pacific Ocean and
is the only island in South America with a population of more than
2,000,000 inhabitants. The island is also the world’s second-largest
island in terms of land area, with a total area of 1,826 square miles
(4,926 square kilometers) .

Model2: Cabo de Hornos, Chile. Cabo de Hanoque, also knownas | 3 | 3 | 3
Cape Horn, is the southern tip of South America. It is located in the
south of Tierra del Fuego archipelago, in the AntAjrtica Province,
Magallanes Region. The municipality of Cabo De Hornos is the capital
of the province of Puerto Williams.

effects of hyperthyroidism

where is cabo de hornos

Table 16: Cherry-picked scoring cases by annotators in our human evaluation. f, r, and c respect fluency, relevance
and correctness respectively. We use green to mark out factual incorrect snippets the annotator finds. The first case
shows how annotators distinguish different levels of relevance and the second case shows that of factual correctness.

Question (from NQ): what are the ranks in the us navy?

Gold Answer: ["E-8s senior chief petty officer”, "E-9s master chief petty officer"]

BART: (?) Navy ranks in the U.S. Navy. The Navy ranks are as follows: 1 Master Chief Petty Officer (MOS) a non-
commissioned officer in the Navy. 2 Master Sergeant (MS), a Master Sergeant in the Marine Corps. 3 Sergeant Major
(SSM), a Sergeant Major in the Air Force.

DPR-BART: (?) The U.S. Navy is a branch of the United States Armed Forces. The Navy is made up of the Navy, Marine
Corps, Air Force, Coast Guard, and Coast Guard.

FiD: (*) The U.S. Navy is a branch of the United States Armed Forces. The rank system of the Navy consists of three
categories: junior officers, senior officers, and flag officers. Junior officers are those officers in pay grades O-1 to O-4, while
senior officers are the ones with pay grades of O-5 and O-6. Senior officers have pay grades ranging from O-7 to E-9. Flag
officers have a pay grade ranging from E-5 to E9.

RBG(ours): The U.S. Navy ranks are divided into three categories: junior officers, senior officers, and flag officers. Junior
officers are officers in pay grades O-1 to O-4, while senior officers are those in pay grades O-5 and O-6. Flag officers serve
either as a line officer or as a staff corps officer.

Question (from HotpotQA): Which French ace pilot and adventurer fly L’ Oiseau Blanc?

Gold Answer:["Charles Eugene"]

BART: (?) L’oiseau Blanc is a French aviator and aviator who flew the L’Oiseau blanc. He is best known for being the first
aviator to fly it..

DPR-BART: (?) L’oiseau Blanc I’oiseau blanc (French: The White Bird) was a French Levasseur P1.8 biplane that
disappeared in the early morning hours of April 1, 2014. The plane was a Levassellseur PL.8 Biplane that vanished in the
morning of April 2, 2014, after being piloted by an adventurer pilot and adventurer pilot..

FiD: (*) On May 8, 1927, Charles Nungesser and Francois Coli took off from Paris on the L’Oiseau Blanc, a Levasseur
PL.8 biplane that had been designed by Charles Nongesser, a French ace pilot and aviator, to fly from Paris to New York
City in the Orteig Prize.

RBG(ours): On May 8, 1927, Charles Nungesser and Francois Coli boarded L’ Oiseau blanc, a 450-hp Lorraine-powered
Levasseur biplane designed to compete for the Orteig Prize. They took off from Paris on 8 May 1927 and were last seen
over Ireland. Less than two weeks later, Charles Lindbergh successfully made the New York-Paris journey and claimed the
prize in the Spirit of St. Louis.

Table 17: Examples of the zero-shot long-form answers on the NQ (Kwiatkowski et al., 2019) and HotpotQA (Yang
et al., 2018) datasets. RBG model generates more fluent, specific and factually accurate responses. ‘?” indicates
factually incorrect/irrelevant responses; * indicates partially correct responses. We use the green to mark out the
unfaithful snippets.
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