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Abstract

Prior work on controllable text generation has
focused on learning how to control language
models through trainable decoding, smart-
prompt design, or fine-tuning based on a de-
sired objective. We hypothesize that the infor-
mation needed to steer the model to generate
a target sentence is already encoded within the
model. Accordingly, we explore a different
approach altogether: extracting latent vectors
directly from pretrained language model de-
coders without fine-tuning. Experiments show
that there exist steering vectors, which, when
added to the hidden states of the language
model, generate a target sentence nearly per-
fectly (> 99 BLEU) for English sentences from
a variety of domains. We show that vector arith-
metic can be used for unsupervised sentiment
transfer on the Yelp sentiment benchmark, with
performance comparable to models tailored to
this task. We find that distances between steer-
ing vectors reflect sentence similarity when
evaluated on a textual similarity benchmark
(STS-B), outperforming pooled hidden states
of models. Finally, we present an analysis of
the intrinsic properties of the steering vectors.
Taken together, our results suggest that frozen
LMs can be effectively controlled through their
latent steering space. !

1 Introduction

Leveraging large pretrained language models
trained on massive Web corpora has become the
go-to approach to solve natural language process-
ing tasks (Peters et al., 2018; Radford et al., 2018;
Devlin et al., 2018; Brown et al., 2020). As a result,
controlling these models has become paramount as
many applications of NLP technology require con-
trol over the generations of the model. Prior work
aims to learn how to control language models and
falls in three categories: trainable decoding (Gu

ICode is available at https://github.com/nis
hantsubramani/steering_vectors.

et al., 2017; Deng et al., 2020), smart-prompt de-
sign (Shin et al., 2020; Lester et al., 2021), and
fine-tuning based on a desired objective (Krause
et al., 2021; Weng, 2021). Further, many works opt
to train auto-encoder based models for controllable
text generation (Shen et al., 2017, 2020; Mai et al.,
2020). These approaches make controllability eas-
ier by learning a latent space that is more easily
manipulated to encourage models to generate text
corresponding to a target attribute such as positive
sentiment in the case of sentiment transfer.

We take a more direct approach and explore
whether it is possible to extract latent vectors di-
rectly from pretrained language model decoders
without fine-tuning. We call these vectors steering
vectors and define the latent steering space of a
sentence under a language model by the set of ex-
tracted steering vectors, which steer the model to
generate that sentence exactly. During decoding,
we add our steering vector to the hidden states of
the language model to generate the target sentence.
Rather than training a model to learn steering vec-
tors, we provide several methods to extract fixed-
length steering vectors directly from pretrained lan-
guage model decoders. Experiments show that we
can extract steering vectors effectively, achieving
nearly perfect recovery for English sentences from
a variety of domains without fine-tuning the under-
lying language model at all.

Next, we take our extracted steering vectors and
explore whether they can be used for unsupervised
sentiment transfer on the Yelp sentiment bench-
mark (Zhang et al., 2015). We find that adding an
offset vector to extracted steering vectors performs
comparably to carefully designed, autoencoder-
based models. To see whether steering vectors
encode semantics, we explore whether they can be
used for unsupervised textual similarity. On the
semantic textual similarity benchmark (STS-B, Cer
et al. (2017)), our steering vectors outperform ex-
tractive methods such as averaging language model
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Figure 1: Our approach adds a vector zg;.., to the activations of a pretrained transformer decoder to steer it to
decode a desired target sentence. We experiment with adding zg;.., to different locations inside a GPT-2 model at
different timesteps. Experiments reveal that our approach can recover sequences nearly perfectly and that injecting
the steering vector in the middle layers of the transformer stack performs best. Layer normalizations and residual
connections inside the transformer block are omitted for clarity.

hidden states and GloVe vectors (Pennington et al.,
2014) when measuring the cosine similarity be-
tween vectors, but fall short of lexical methods tai-
lored to semantic similarity tasks and methods that
finetune on natural language inference datasets.

Lastly, we analyze the intrinsic properties of the
latent space of our steering vectors. Experiments
show that decoding from interpolations in the latent
space produces meaningful output, and that steer-
ing vectors from different domains cluster together.
Also, we find that our methods do not simply mem-
orize the target sequence like a naive compression
algorithm, and instead leverage the model. Taken
together, our results suggest that frozen language
models can be controlled effectively through their
latent steering space.

2 Extracting Steering Vectors

This section discusses our method for extracting a
steering vector for a target sentence from a frozen,
pretrained language model. Throughout this pa-
per, we use GPT2 as our language model and use
its 117M parameter model size (Radford et al.,
2019), although our approach can be directly ap-
plied to any transformer-based autoregressive lan-
guage model decoder (Vaswani et al., 2017).

2.1 Steering Vectors

In controllable text generation and textual style
transfer, prior work based on denoising and vari-
ational autoencoders opt for a disentangling ap-
proach. These approaches encode the source se-
quence into a fixed-length vector using an encoder,
apply style transformations using a controller, and
finally decode from the transformed vector using a
decoder (Shen et al., 2017; Jin et al., 2020). Instead
of learning an encoder and controller to uncover a
representation, we ask whether its possible to ex-
tract a vector directly from a pretrained language
model decoder in order to steer the model.

Due to the success of hidden layer manipula-
tions for language models including adapter-based
fine-tuning (Houlsby et al., 2019), plug-and-play
language models (Dathathri et al., 2019), and offset-
vector-based recovery and style transfer among oth-
ers (Subramani et al., 2019; Shen et al., 2020; Mai
et al., 2020; Montero et al., 2021), we choose to
manipulate the hidden states as well.

Our method works by adding a fixed-length vec-
tor Zseeer to the hidden states of a pretrained and
frozen LM. For a desired target sentence, we ran-
domly initialize zs¢c.r and optimize it via gradient
descent to maximize the likelihood of the model
given the target sentence. At decoding time, we
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feed a zsteer to the model and perform decoding as
usual. The choice of a fixed-length vector makes
analysis more meaningful, allowing us to com-
pare vectors for different sentences with different
lengths in the same representation space.

2.2 Discovering steering vectors

We define our steering vectors Zgieer € R?. In
our experiments, d’ < d, where d is the hidden
dimension of the underlying language model (for
GPT2-117M, d = 768). If d' < d, we project
Zsteer USINg a semi-orthogonal matrix, Wgseer €
R >4 which preserves scale. Wi, is initialized
randomly, never trained, and never updated.

We estimate a steering vector Zgieer € R? via
the language model for a sentence « by maximizing
the log probability of x, while keeping the language
model fixed:

T

ﬁsteer = argmax Z log p($t|w<t’ Zsteer) (1)
Zsteer€Z t—=1

Here, Z € R?. Note: we find a single steering
vector zteer fOr each sentence x. We use stochas-
tic gradient descent with the Adam (Kingma and
Ba, 2014) optimizer and cross entropy loss to find
the best Zgteer, While freezing the language model.
See algorithm 1 for the pseudocode.

Since our method adds zgtee to the activations
of the model, the layer we add zg.., to affects re-
coverability. We experiment with injecting z¢eer at
different layers (injection locations): at the embed-
ding layer, right before language model head (LM
Head), after self-attention layer in the transformer
stack, after feed-forward layer in the transformer
stack as well as combinations of them. In addi-
tion to varying injection locations, we also vary the
timesteps where zg..r gets added. We experiment
with adding zgee, at just the first timestep and at
every timestep. See Figure 1 for details.

2.3 Steering Language Models

We steer the language model using zgzee, to gener-
ate a target sentence x by passing in a beginning-
of-sentence token and zg.., to the model. Since
we are interested in exact generation, all results
presented use greedy decoding without assuming
a true length. We stop when decoding produces
an end-of-sentence token or produces 1024 tokens,
the maximum length that GPT-2 can generate.

ALGORITHM 1: Extracting zge, for a sentence

Input :Xx —target sentence
M — pretrained language model
0 — pretrained language model weights
11— injection location
Ir— injection timestep
d — dimension of Zsteer
Qutput : 2.+, — extracted candidate steering vector

Zsteer ~ Xavier_normal(d)

end
return Zseeer

’
2 fori« [1,2, ..., N]do

3 logits = My. forward(X, zsteer, I, IT)
4 L = XENT (logits, x)

5 L.backward()

6 Zsteer = Zsteer 1 1T * Bz?ﬁpr

7

8

3 Can we extract steering vectors?

Here, we show that we can robustly extract steering
vectors that generate target sentences perfectly.

3.1 Experimental setup

We gather a broad corpus spanning four different
domains and measure the extent to which our ap-
proach can extract a steering vector for each sen-
tence under a variety of experimental conditions,
where we vary injection locations and timesteps.

Data Collection For these experiments on sen-
tence recoverability, we create a dataset which
combines four corpora from different domains:
movie dialogs (movies), classic books (books),
news articles (news), and Wikipedia (wiki). For
movies, we choose the Cornell Movie Dialogs
corpus (Danescu-Niculescu-Mizil and Lee, 2011),
which consists of fictional conversations from
movie scripts. We choose NLTK’s Gutenberg
dataset for our books portion, which consists of
a subset of texts from Project Gutenberg (Lebert,
2008). Our news subset comes from the Gigaword
dataset for abstractive summarization (Graff et al.,
2003). Lastly, our Wikipedia portion comes from
WikiText-103 (Merity et al., 2017). For movies,
news, and wiki, we extract sentences from its pre-
specified validation set. For books, since NLTK’s
Gutenberg dataset lacks a pre-specified data split,
we consider the entire dataset.

Data Preprocessing We sentence tokenize all
datasets using NLTK’s sentence tokenizer. To con-
struct our dataset, we group sentences by sentence
length into 8 bins: 5-10, 10-15, 15-20, 20-25, 25-
30, 30-35, 35-40, and 40-128 using NLTK’s word-
level, regular expression tokenizer. Next, we ran-
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Injection location | Timestep | BLEU-4
Embedding | all timesteps | 33.99
Layer 6 (self attn) | all timesteps | 100.0
Layer 6 (self attn) | first timestep | 99.80
Layer 7 (feed fwd) | all timesteps | 100.0
Layer 7 (feed fwd) | first timestep | 99.25
All layers .
(self attn + feed fwd) | 2l timesteps ‘ 100.0
All layers .
(self attn + feed fwd) first timestep ‘ 91.72
LM head | alltimesteps | 6.72

Table 1: Sentence recovery for steering vectors when
injected into different layers of the transformer model
(Figure 1) and at multiple timesteps (all timesteps or
first timestep). Results show that injecting a steering
vector into the transformer stack, even at just the first
timestep, can lead to nearly perfect recovery as long as
it is in the middle of the network (layers 6 or 7 of 12).

domly sample 8 sentences from each bin to ex-
amine the efficacy of our method for a variety of
sequence lengths.

Measuring the Effectiveness of Steering Given
a target sentence s, we measure how well the steer-
ing vector zgeer can recover the target sentence by
first greedily decoding from the language model
with Zg4eer, and then computing smoothed BLEU-4
using the target sentence s and our decoded recon-
struction 5 (Papineni et al., 2002; Chen and Cherry,
2014).

Hyperparameter Search Our initial experi-
ments showed little variation to most hyperparam-
eters such as initialization method and learning
rate schedule, so we fixed them in subsequent ex-
periments using the values in Table 6 in the ap-
pendix. We choose GPT2-117M as our language
model and evaluate recovery on our dataset while
varying injection locations and injection timesteps,
the two hyperparameters that affect results signifi-
cantly. We present a subset of the results in Table 1
and the full set in the appendix (Tables 7, 8, and 9).

3.2 Recovery effectiveness

Table 1 shows reconstruction performance for sev-
eral injection methods and indicates that we can re-
cover a target sentence with perfect recovery when
injecting Zseer in the middle of the transformer
stack (layers 6 or 7 of 12) at just the first timestep
and at all timesteps, for sequences up to 128 to-
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Figure 2: TSNE projection of 8 steering vectors initial-
ized from different random seeds for 20 different sen-
tences (injected at layer 6, after self-attention). Zszce, 1S
well-separated for different sentences, and the different
seeds are tightly clustered for the same target sentence,
indicating that our extraction method is robust.

kens. We surmise that the middle layers of the
transformer stack encode sufficiently rich feature
representations that a small perturbation of a hid-
den layer, a steering vector, is sufficient to recover
a sentence. The success of steering vectors when
injected in the middle of the transformer could help
explain why adapter-based fine-tuning is effective.

In contrast, we find that we cannot steer GPT-2
at either the embedding or final language model
head locations. We suspect this is due to the fact
that the embedding layer solely captures low-level
information (Lin et al., 2019; Ethayarajh, 2019;
Rogers et al., 2020). Poor recovery at the LM
head location is somewhat surprising, but could
be explained by noting that the model has very
low capacity above this layer. This suggests that
alternative steering mechanisms, such as DExperts,
that intervene at the output layers could potentially
be improved by modifying hidden states elsewhere
in the transformer stack (Liu et al., 2021).

Robustness Now that we have established that
steering vector extraction is possible, we explore
whether there exist multiple steering vectors which
recover the same sentence, and if so, what the re-
lationship is between these vectors. To do this,
we take all 64 sentences from the books subset
of the main dataset and initialize 8 different steer-
ing vectors for each sentence from different seeds.
Experiments reveal that for most sentences (63 of
64) all initializations recover the target sentence
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perfectly, confirming the robustness of our method.

Latent geometry in text-based auto-encoders
struggle with mapping vectors from one space to
another consistently (e.g. token space to latent
space) (Bowman et al., 2016; Shen et al., 2020).
The denoising auto-encoder offers a more consis-
tent token space to latent space mapping (Vincent
et al., 2008). To explore whether our steering vec-
tors have a distance-preserving mapping, we cluster
the different initializations of steering vectors. We
extract 8 steering vectors for each of 20 sentences
from the books corpus and down-project them into
two-dimensions via TSNE (Maaten and Hinton,
2008). Figure 2 shows 20 distinct clusters, one
for each sentence. This indicates that distances be-
tween different vectors representing the same target
sentence are much smaller than distances between
vectors representing different sentences, and that
distances in token space could be reflected in the
latent steering space.

Motivated by the clustering results, we investi-
gate whether the mean vector of the 8 extracted
steering vectors for each target sentence recover
the same sentence. Experiments show that mean
vectors are able to recover target sentences nearly
perfectly, leading to a BLEU-4 of 99.4, further
establishing the robustness of our method.

4 Is unsupervised style transfer in the
latent steering space possible?

We explore whether vector arithmetic in this space
is possible in the context of unsupervised style
transfer. In other words, we measure whether
adding an offset vector, which captures the de-
sired style transfer, to the steering vector effectively
changes the style of the generated sentence. Here,
we show that unsupervised vector arithmetic with
steering vectors is effective for unsupervised sen-
timent transfer, with performance comparable to
models tailored to this task.

After extracting steering vectors for each sen-
tence, we compute offset vectors by averaging steer-
ing vectors for a set of sentences in the source style
Zsource and subtracting from the average of a set of
steering vectors for the target style Zqpget. Next,
we flip the style of each sentence in our test set by
adding the respective style transfer vector directly
to its steering vector after scaling it by A:

Ztotarget = gtarget - zsource (2)

Ztarget = Zsource 1 A Ztotarget 3)

100
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Figure 3: Evaluation of unsupervised sentiment transfer
on the Yelp dataset. The plot shows accuracy vs. self-
BLEU by varying A = (0.25, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0,
4.0, 5.0, 10.0) for our method. Overall, the steering
vectors perform comparably to prior work.

Unsupervised Sentiment Transfer Using the
Yelp Sentiment dataset preprocessed by Shen et al.
(2017), we take 100 sentences from the validation
set from each of the two classes of sentiment to
compute offset vectors and evaluate on the test set.
Following prior work (Shen et al., 2017), we mea-
sure how well this approach flips the sentiment
of the sentence by measuring the accuracy of a
RoBERTA-base model fine-tuned on the Yelp sen-
timent dataset. We also measure the BLEU-4 be-
tween the style transferred sentences and the origi-
nal and report the results in Figure 3. We call this
Self-BLEU following prior work. For this experi-
ment, our steering vectors are injected after the 7th
self-attention layer at the first timestep.

We find that simple vector arithmetic via our
steering vectors, which is fully unsupervised, per-
forms comparably to Shen et al. (2017), who learn
an autoencoder-based model for the task in a fully
supervised manner. Our method also compares
well with the Autobot (Montero et al., 2021), AAE,
and DAAE models (Shen et al., 2020), which al-
though are unsupervised, either require training on
in-domain data or require pretraining on millions
of tokens in order to be effective. Other methods
that use techniques from unsupervised machine
translation to leverage the unpaired data in the task
outperform all of these methods significantly (Hu
et al., 2017; Lample et al., 2019; He et al., 2020).
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Steering vectors

the taste is excellent!

the taste is excellent!

the taste is excellent!

the taste is bitter and bitter
taste is bitter taste is bitter
the taste is unpleasant.

Positive Input
+0.5 * Ztonegative
+1.0 * Ztonegative

+1.5 * Ztonegative

+2.0 * Ztonegative

Negative Input
+0.5 * Ztopositive
+1.0 * Ztopositive
+1.5 Ztopositive
+2.0 * Ztopositive

the desserts were very bland.
the desserts were very bland.
the desserts were very bland .
the desserts were very tasty.
the desserts were very tasty.

Table 2: Examples of transferring sentiment using steer-
ing vectors for a positive input sentence (top) and nega-
tive input sentence (bottom). These results show fluency
and accuracy in transfers while preserving the content
of the input sentence.

These methods are not directly comparable to ours,
as they evaluate on a different test set altogether and
use the training set to train directly. Our method
only requires access to 100 labeled examples per
class to compute Zsource and Ziqrget, far fewer than
other baselines. With as few as 10 examples per
class, performance of our method remains compet-
itive with autoencoder-based baselines.

Table 2 shows examples generated by our
method for two input sentences. We find that re-
sulting sentences become more positive or negative
with increasing A\ and often modify adjectives by
swapping them out. On closer inspection, we find
that fluency is often challenging for higher values
of A\ and that the generated sequences repeat in-
dividual words or phrases. In addition, we find
that negative to positive sentiment transfer is qual-
itatively more fluent and accurate than positive to
negative sentiment transfer; see Table 12 in the ap-
pendix for more example generations. Lastly, we
evaluate on 19 paired style transfer tasks from the
StylePTB dataset (Lyu et al., 2021), but modify
the tasks to be unsupervised, following the same
approach as above. We find that our method is sim-
ilarly effective on these tasks; see Table 10 in the
appendix for details.

5 Do distances between steering vectors
reflect sentence similarity?

Previously, we found there exist multiple steering
vectors that recover a target sentence and that those
steering vectors are close together. This indicates
the potential for distances in token space to be re-
flected in distances in the latent space occupied

571

layerll (GPT2-117M: 25.92] (Glove: 42.53] (BERT base: 47.29)

layer10
layer9
layer8
layer7
layer6

layers

Injection layers

layer4
layer3

layer2

layerl
feed forward

layer0 self attention

10 20 30 40

Spearman correlation

50

Figure 4: On the test split of STS-B, we measure Spear-
man rank correlation (p - 100) between sentence similar-
ity scores and cosine similarities between the steering
vectors extracted from GPT2-117M when injected at
different layers at the first timestep for those sentences.
The vertical lines indicate extractive baselines: mean-
pooled final hidden states for GPT2-117M and BERT-
base as well as mean-pooled GloVe vectors. Results
show that extracted steering vectors outperform these.

by steering vectors. In this section, we explore
whether distances relate to semantic similarity. To
do so, we use the STS-B test dataset, which con-
sists of sentence pairs and similarity scores. To
evaluate our method we extract steering vectors for
each sentence separately, compute cosine similarity,
and then correlate cosine similarity with annotator
similarity via Spearman rank correlation.

In Figure 4, we show how well extracted steering
vectors perform when injected at different layers
and at the first timestep in the transformer stack.
This observation mirrors the results from the exper-
iment on recovery effectiveness: middle layers in
the transformer stack are ideal for steering, lead-
ing to perfect recovery and highest performance on
semantic similarity. We outperform mean pooling
the final hidden states of GPT2-117M and BERT-
base as well as averaged GloVe vectors. Even
though our method is fully extractive, cosine dis-
tances reflect semantic similarity well. We take
our two best performing configurations, the 7th
self-attention layer and the 7th feedforward layer,
and compare with unsupervised methods for tex-



Method | Spearman | Pearson

Extractive methods

A Sentence Pair 1 Sentence Pair 2

four peaks also offers great food
0.0 |all was hot and good. too.

four peaks also offers a great

Avg GPT2-117M embeddings | 2592 | 16.52 range of food and food products
- 0.1 |all was hot and good. too.
Avg Bert embeddings | 4729 | 4791
four peaks also offers a number
. of other great food and drink
AVg GloVe embeddmgs ‘ 42.53 ‘ 40.25 0.2 |all was hot and good. options too.
Layer-7 self attention (ours) | 52.04 | 51.17 0.3 |all was hot and good. four years ago
0.4 | all was good four years ago
Layer-7 feedforward (ours) | 5208 | 51.18 0.5 |all was good when you're young.
when it came to my turkey
NL[_ﬁnetuned methods sandwich, my husband and I |when you are young, you simply
0.6 | had a great time. cannot wait any longer.
AutoBot-base | 5849 | - g —
when it came to my turkey
_ _ sandwich, my turkey sandwich [when you are young, you simply
InferSent - GloVe ‘ 68.03 ‘ 0.7 | was pretty darn good. do not know any better.
SBERT-NLI-base ‘ 77.03 ‘ - when it finally came, my turkey when you are that young, you
0.8 | sandwich was kinda blah. simply do not know any better.
Lexical methods when it finally came, my turkey (when you are that young, you
0.9 | sandwich was kinda blah. simply don't know any better.
GloVe+UP ‘ - ‘ 71.5 when it finally came, my turkey [ when you are that young, you
1.0 | sandwich was kinda blah. simply don't know any better.
GloVe+WR \ - | 720

Table 3: We evaluate performance on the STS-B test set
by measuring Spearman rank correlation and Pearson
correlation (p - 100). We take our two best perform-
ing configurations from Figure 4 and compare them
with three classes of unsupervised methods: extractive,
NLI-finetuned, and lexical methods. Our method out-
performs the extractive methods, but performs worse
than the other methods, which are tailored for this task.

tual similarity. Table 3 shows that our extracted
steering vectors out-perform prior extractive unsu-
pervised methods. Predictably, however, methods
which pretrain or fine-tune models on natural lan-
guage inference datasets such as AutoBot (Mon-
tero et al., 2021), InferSent (Conneau et al., 2017),
and SBERT (Reimers and Gurevych, 2019) per-
form better. Lexical methods tailored for semantic
similarity such as GloVe with uSIF-weighting and
piecewise component removal (GloVE + UP; Etha-
yarajh (2018)) and GloVe + WR (Arora et al., 2017)
also outperform our method.

6 Analysis of Properties

6.1 Interpolation

Previous experiments indicate that the latent space
occupied by steering vectors could be well-formed
and smooth. To evaluate this qualitatively, we show
linear interpolations of two pairs of steering vectors
extracted from the Yelp Sentiment dataset in Fig-
ure 5. The space between the vectors look smooth
with well-formed grammatical sentences that mix
the content of two sentences effectively. The first
interpolation (sentence pair 1) in Figure 5 shows
that the positive sentiment of the first sentence car-

Figure 5: Interpolation between steering vectors ex-
tracted from two pairs of random sentences from the
Yelp Sentiment test set. Decoding from interpolated vec-
tors from two sentences produces well-formed output
that incrementally changes the sentiment and meaning.

ries all the way to A = 0.7, despite the content of
the sentence changing to the second sentence. The
second interpolation (sentence pair 2) in Figure 5
indicates that the latent space could encode some
semantics relating to time. The second sentence
includes the word "young" and so the transition be-
tween the two in A = 0.3, 0.4 combines the word
"four" from the first sentence with the temporal
component of "years ago" to relate the two sen-
tences. Lastly, for each individual sentence there
exists a radius around it where those vectors also
steer the language model to generate the same tar-
get sentence. This could indicate that sentences
have a representative volume from which, if any
vector was sampled, could recover the sentence.

6.2 Sampling

Previous experiments show distances reflect seman-
tic similarity and hint at the possibility that the
latent space is smooth. Given this, we evaluate
whether we can sample from this space. We take
4000 extracted steering vectors from the Yelp Sen-
timent test set. We treat each dimension of the
steering vector as an independent random variable
that is normally distributed with a mean and vari-
ance equal to the mean and variance across that
dimension over this set of steering vectors. Ta-
ble 11 shows the results of sampling 24 steering
vectors and generating from them. We observe
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mixed results: 5 samples lead to fully-formed sen-
tences, and the remaining 19 lead to single tokens
or phrases, indicating that treating steering vectors
as samples from a multivariate Gaussian is not a
reliable approach for sampling well-formed text.

6.3 Intrinsic Dimension & Space Complexity

We define the intrinsic dimension of the task of
steering a language model as the minimum dimen-
sion of zg;.., that achieves perfect recovery on a set
of sentences. To measure intrinsic dimension, we
vary the dimensions of Z..,, choosing 192, 384,
576, 768. We observe that reconstruction BLEU in-
creases as the steering vector dimension increases,
indicating that 768 dimensions may be needed to
recover sequences nearly perfectly. Given this, we
conclude that the intrinsic dimension is at most 768.
However, a lower-dimensional representation can
recover most sentences: 384 dimensions led to a
reconstruction BLEU of 83.29. See Table 4 for
more details. Additionally, we find that sentence
length and reconstruction BLEU are inversely cor-
related, i.e. longer sequences are harder to recover.
This is well-known; the number of bits needed to
encode a sequence grows linearly with its length.
We find that all four dimensions of steering vectors
can recover short sentences, but lower dimensional
steering vectors struggle to recover longer ones.

Steering vector
dimension

192 ‘384 ‘576 ‘768

Reconstruction
BLEU-4

43.43 ‘ 83.29 ‘ 93.93 ‘ 100.00

Table 4: Reconstruction BLEU for different steering
vector dimensions. Sentence recovery increases mono-
tonically as the dimension increases, up to 100% recov-
ery at the model’s hidden dimension.

Since steering vectors do not depend on se-
quence length, space complexity may not be a prob-
lem. For a sequence of length 128, assuming 7
characters per word on average (including spaces),
storage as a string takes 128 % 7 = 896 bytes. Our
768d steering vector uses 1536 bytes (fp16), but we
can compress it by a factor of 2 (384d) sacrificing
a little recovery (see Table 4) and store it using 768
bytes, less than its string representation.

6.4 Memorization

Our nearly perfect recoverability performance indi-
cates that steering vectors could either be encoding
important properties by leveraging the language

100/ 98.4 939 100.0 054
=2
Ll 81.3
0—3' 80
g 69.8
B 60
9]
S
B
S 40
8 books
o« 20 shuffled
gibberish
0

first timestep all timesteps
Injection timestep

Figure 6: We measure reconstruction BLEU for steer-
ing vectors learned for three datasets: books, shuffled,
and gibberish. Reconstruction BLEU for gibberish and
shuffled data is lower than books indicating that the
steering vector isn’t just memorizing the sequence, but
also leveraging the language model well.

model, which would help generalization, or just
simply be memorizing arbitrary sequences with-
out using the underlying language model at all.
In order to evaluate this, we randomly sample 64
sentences with lengths matching that of the books
subset of our dataset, where each token is sampled
uniformly at random with replacement from the
vocabulary, and call this the gibberish fold of our
dataset, following Subramani et al. (2019). Sec-
ondly, to measure whether both content and word
order affect recoverability, we construct another
fold, the shuffled fold, by randomly shuffling the
tokens in the sentences in the books subset.
Figure 6 shows the results of injecting steering
vectors into the 6th layer after the self-attention
block in the transformer for all timesteps and the
first timestep across all three datasets. We observe
that recoverability is highest for books, then shuf-
fled, and lastly gibberish. The gap between per-
formance on books and gibberish indicates that
steering vectors are not simply memorizing. Since
recovery on books is greater than recovery on shuf-
fled, we conclude that steering vectors encode some
information about word order. Lastly, we notice
that only passing the steering vector at the first
timestep may reduce unwanted memorization ca-
pability because the relative difference in recovery
between gibberish and the other sets is large.

6.5 Connection to Prompting

Motivated by the successes of prompt-based meth-
ods on zero-shot tasks with large generative lan-
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guage models such as GPT-3 (Brown et al., 2020),
we evaluate a prompt-based version of our method.
Instead of adding zs¢eer to the hidden states of the
language model, we concatenate k steering vectors
with the input embeddings, so that all tokens can
attend to these zgeer vectors. Experiments on the
books subset show that recovery is much lower
with this prompt-based approach than when inject-
ing steering vectors directly into the transformer
stack of the model. Even with k& = 50 steering
vectors injected via this prompt-based approach,
recovery fails to match that of a single steering
VeCtor Zgieer injected into the hidden states of the
language model.

Num prompt

‘1‘5‘10‘20‘50
vectors
Reconstruction

BLEU-4 81.7 ‘ 94.3 ‘ 98.7 ‘ 98.6 ‘ 98.5

Table 5: We measure reconstruction BLEU using a
prompt-based approach, where latent steering vectors
are concatenated to the embeddings. Even though each
prompt vector is 768 dimensional, reconstruction BLEU
is much lower in this setting than injecting a single
steering vector into the layers of the transformer stack.

7 Related Work

There exist many works, often using text-based au-
toencoders that try to induce a sentence representa-
tion space for controllable text generation by learn-
ing new models (Hu et al., 2017; Shen et al., 2017,
2020; Mai et al., 2020; Montero et al., 2021). Our
work concludes that we can extract steering vec-
tors from pretrained models that have latent spaces
that allow operations like this, without having to
train any new models at all. Other approaches
control language models by adapting their hidden
states using steerable layers, adapters, or steering
their logits using auxiliary language models (Gul-
cehre et al., 2015; Dathathri et al., 2019; Houlsby
et al., 2019; Zhang et al., 2020; Liu et al., 2021;
Krause et al., 2021). Our method differs from all
of these: we extract steering vectors directly from
a language model and operate on the latent space
occupied by these vectors, never fine-tuning any
component of the model. Subramani et al. (2019)
investigate whether LSTM-based language mod-
els have sentence representations from which they
can generate the original sentence. Although this
premise relates to our first question: can we ex-
tract steering vectors, we extend far beyond that

showing that vector arithmetic in the context of
unsupervised style transfer is effective in our latent
steering space.

8 Conclusion

In this paper we introduce a different approach
to controllable text generation, where we extract
latent steering vectors directly from a pretrained
language model without fine-tuning. Further, we
find that our steering vectors lead to near perfect
recovery on English sentences from a variety of
domains. We show that vector arithmetic can be
used in the context of unsupervised style transfer
on the Yelp sentiment dataset and StylePTB bench-
mark, performing comparably to models tailored
to these tasks. Experiments reveal that distances
between steering vectors reflect sentence similarity
when evaluated on STS-B, outperforming extrac-
tive methods. Finally, we analyze properties of the
steering vectors. Our results indicate that we can
control frozen pretrained language models effec-
tively through their latent steering space.

9 Ethics Statement

We introduce a new approach for controllable text
generation by extracting vectors from a pretrained
language model, leveraging information that is al-
ready encoded in the language model. Large pre-
trained models are known to be biased and our
method of extracting steering vectors can reflect
biases already present in these large pretrained lan-
guage models (Bender et al., 2021). The methods
we present for controllable text generation could po-
tentially be used for many downstream tasks such
as unsupervised style transfer, abstractive summa-
rization, and offensive content removal. Unfortu-
nately, this also means that this technology has
the potential to be misused to perpetuate biases or
generate offensive or toxic text.

Our technology does not guarantee removal of
toxic content, even in the case of unsupervised style
transfer from toxic to nontoxic text. To use this
method, we encourage readers to first take steps to
address biases that are already present in the un-
derlying language model. Further we recommend
that this technology not be used in high-stakes set-
tings, especially those where deployment of this
technology could cause harm.
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A Appendix

A.1 Extracting steering vectors

In this section, we show the hyperparameter config-
urations used for extracting steering vectors from
GPT2-117M. Table 6 contains the list of final hy-
perparameters that we use to extract steering vec-
tors for the different analyses in this paper. Table 7
shows the recovery performance of steering vec-
tors when injected at different layers in the trans-
former stack on our compiled dataset. These ex-
periments reveal that injecting in the middle of the
transformer stack either after the self attention layer
or the feedforward layer leads to the highest BLEU-
4 performance. In fact, any layer other than the first
or last layer achieves nearly perfect recovery.

In Table 8 we look at recovery performance
when injecting steering vectors at the embedding
layer, transformer stack, and language modeling
head, as well as different combinations of them.
Injecting steering vectors at every layer in the trans-
former stack performed best. Table 9 shows how
recoverability changes with respect to how many
timesteps Zgeer 1S injected at. Injecting at all
timesteps performs negligibly better than injecting
at just the first timestep.

Hyperparameters \ Values
Model |  GPT-2-117M
Max train steps | 500

Vector initialization .
Xavier normal

strategy
Learning rate [0.01, 1.0]
Optimizer Adam

Learning rate

Scheduler ‘ Decay on a plateau

Scheduler 0.9
decay factor ’
Scheduler 1.0

decay patience

Table 6: List of hyperparameter configurations used to
extract Ztee, from GPT2-117M.

A.2 Unsupervised Sentiment Transfer

Yelp Sentiment We also include generations
from the unsupervised sentiment transfer exper-
iment on the Yelp dataset. Table 12 shows 8 more
generations. These generations highlight the same
trends as before: with increasing A, sentiment trans-
fer strength increases. We find that some genera-

Injection

location ‘ layers timestep ‘ Ir ‘ BLEU-4
self_attn | 0 | alltimesteps | 1 | 33.25
feedforward | 0 | alltimesteps | 1 | 97.68
self_attn | 1 | alltimesteps | 1 | 98.06
feedforward | 1 | alltimesteps | 1 | 99.54
self_attn | 2 | alltimesteps | 1 | 100.00
feedforward | 2 | alltimesteps | 1 | 99.69
self_attn | 3 | alltimesteps | 1 | 100.00
feedforward | 3 | all timesteps | 1 | 100.00
self_attn | 4 | alltimesteps | 1 | 100.00
feedforward | 4 | alltimesteps | 1 | 100.00
self_attn | 5 | alltimesteps | 1 | 100.00
feedforward | 5 | alltimesteps | 1 | 100.00
self_attn | 6 | alltimesteps | 1 | 100.00
feedforward | 6 | alltimesteps | 1 | 99.62
self_attn | 7 | alltimesteps | 1 | 99.62
feedforward | 7 | alltimesteps | 1 | 100.00
self_attn | 8 | alltimesteps | 1 | 100.00
feedforward | 8 | alltimesteps | 1 | 98.84
self_attn | 9 | alltimesteps | 1 | 99.22
feedforward | 9 | alltimesteps | 1 | 98.61
self_attn | 10 | alltimesteps | 1 | 97.50
feedforward | 10 | alltimesteps | 1 | 95.24
self_attn | 11 | alltimesteps | 1 | 86.04
feedforward | 11 | alltimesteps | 1 | 6.29

Table 7: This table shows the reconstruction BLEU-4
for steering vectors from our compiled dataset when
injected after different self attention and feedforward
layers in the transformer stack. Injecting at the middle
layer of the language model performs best.

tions do more than just flip the sentiment of the
major adjective in the sentence such as adding the
phrase "a great way to get a good laugh" in the 4th
negative to positive generation when A\ = 2.5.

StylePTB For this study, we use 19 of 21 paired
style transfer tasks from the StylePTB dataset (Lyu
et al., 2021), but modify the tasks to be unsuper-
vised, following the same approach as sentiment
transfer. We randomly sample 100 sentences for
each class from the training split for each of the
style classes and use those to compute offset vec-
tors. This offset vector is then added to the steering
vector of the sentence to transfer style. We fol-
low the evaluation in Lyu et al. (2021) because
we have ground truth data and compare with fully
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Injection location | timestep | Ir | BLEU-4
embedding | all timesteps | 0.01 | 33.99
every_layer | all imesteps | 0.01 | 100.00
Im_head | all imesteps | 0.01 | 6.72
embedding+every_layer | all timesteps | 0.01 | 96.52
every_layer+lm_head | all timesteps | 0.01 | 100.00
embedding+lm_head | all imesteps | 0.01 | 83.27
embedding+every_layer+lm_head | all imesteps | 0.01 | 98.11
every_layer_self_attn | all timesteps | 0.01 | 99.62
every_layer+every_layer_self_attn | all timesteps | 0.01 | 100.00
every_layer_self_attn+embedding+lm_head | all timesteps | 0.01 | 97.31
every_layer_self_attn+lm_head | all timesteps | 0.01 | 99.62
every_layer_self_attn+embedding | all timesteps | 0.01 | 94.28

Table 8: Here, we present the reconstruction BLEU-4 results for steering vectors on our multi-domain compiled
dataset. We vary injection location here and observe that injecting into the transformer stack is necessary for good
recovery. Injecting at the embedding or language model head performs poorly.

Injection location | timestep | Ir | BLEU-4
every_layer+every_layer_self_attn | all timesteps | 0.01 | 100.0
every_layer+every_layer_self_attn | first timestep | 0.01 | 917
Layer 7 (feedforward) | alltimesteps | 1 | 100.0
Layer 7 (feedforward) | firsttimestep | 1 | 99.2
Layer 6 (self_attn) | all timesteps | 1 | 100.0
Layer 6 (self_attn) | firsttimestep | 1 | 99.8

Table 9: In this table, we vary the timestep where we inject zg;.., (all timesteps or first timestep) for three of our
best injection locations. We again evaluate on our multi-domain compiled dataset and find that injecting at just the
first timestep has a negligible decrease in recovery performance.

supervised methods. Experiments show that un-
supervised vector arithmetic with steering vectors
performs comparably using BLEU-1 to supervised
methods designed for style transfer on tasks that re-
quire minimal edits (adjective emphasis (AEM), ac-
tive to passive (ATP), information addition (IAD),
and PP front to back (PFB)). We report BLEU-1
following prior work. See Table 10 for results on
all 19 tasks. Note Lyu et al. (2021) do not report
any baseline numbers for AAR, ASR, LFS, MFS,
NAR, NSR, and VSR for any of their models.

A.3 Sampling

In order to evaluate whether we can sample steering
vectors reliably, we collect 4,000 extracted steering
vectors from the Yelp Sentiment test set. To gen-
erate, we consider each dimension of the steering
vector as an independent random variable that is
normally distributed. The dimension means and

variances are equal to the mean and variance for
that dimension across this set of steering vectors.
In Table 11, we show the results of sampling 24
steering vectors from these independent normally
distributed random variables and generating from
them using GPT2-117M as our language model.
These results are mixed with approximately 20%
of the generations leading to fully formed sentences
and the remaining 80% corresponding to individual
words or short phrases. This could perhaps be par-
tially explained by the fact that text from the web,
including the corpora GPT2 was trained on, can
often be of poor quality, especially when automati-
cally crawled (Caswell et al., 2022). Alternatively,
our choice of considering d-dimensional steering
vectors as samples from d independent normally
distributed random variables could be an incorrect
assumption. Alternative formulations could lead to
more fluent and reliable generations.
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| Ours: A = 0.25 | GPT2-finetune | Seq2seq | TAILOR | Neural QCFG + copy | Retrieve-Edit

AAR 0.825 - - - - -
AEM 0.774 0.263 0.187 - 0.676 0.387
ARR 0.721 0.647 0.450 0.781 - 0.897
ASR 0.819 - - - - -
ATP 0.666 0.476 0.373 0.556 0.836 0.681
IAD 0.772 0.479 0.345 - - 0.493
LFS 0.396 - - - - -
MFS 0.748 - - - - -
NAR 0.825 - - - - -
NSR 0.677 - - - - -
PFB 0.819 0.398 0.393 0.842 - 0.541
PPR 0.393 0.763 0.330 0.717 - 0.798
PTA 0.574 0.433 0.339 - - 0.714
SBR 0.120 0.430 0.317 - - 0.706
TFU 0.699 0.895 0.527 0.873 - 0.899
TPA 0.478 0.836 0.478 0.884 - 0.935
TPR 0.692 0.754 0.516 0.710 - 0.909
VEM 0.548 0.309 0.289 - 0.664 0.416
VSR 0.739 - - - - -

Table 10: In this table, we show performance on StylePTB. Although our method is unsupervised, we outperform
GPT2-finetune and seq2seq on most tasks. For minimal edit tasks such as AEM, ARR, ATP, and PFB, we achieve
comparable performance to TAILOR, Neural QCFG + copy, and Retrieve-Edit, which are models trained specifically
for these types of tasks. Note: we obtain the numbers for GPT2-finetune, Seq2seq, and Retrieve-Edit from (Lyu
et al., 2021), for TAILOR from (Ross et al., 2021), and for Neural QCFG+copy from (Kim, 2021).

Sampled Sequences

| mobile
wine the first time that we’ve seen a team that looked
- good on paper.
copled b Gathering around the world, we can all agree that

peop Y. the next step is to get our voices heard.

kitchen..... | x

life | item link

nomnomnomnom | appointments

of | kitate.com

We’re going to make sure that we have a safe and 3

secure environment for our employees.

app | hotel

racial imagine a world where every day we see a new
voice in our communities.
(AAP) - The United States and its European allies
are pressing ahead with plans to boost the number

applif of refugees arriving in the country from Iraq and

PPty Syria.\n \nThe United States and its allies are

pressing ahead on the issue as they work to boost
the number and scope of refugees arriving in Europe.

iv | the best.

Table 11: Here we show results from our sampling experiment, where we treat steering vectors as samples from d
independent normally distributed random variables. We sample 24 steering vectors, pass them to GPT2-117M, and
decode, resulting in the 24 generations presented here.
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Unsupervised sentiment transfer using steering vectors

Positive to negative

Negative to positive

input
+0.5 * Ztonegative
+1.0 * Ztonegative
+1.5 * Ztonegative
+2.0 * Ztonegative

i highly recommend this place!
i highly recommend this place!
i highly recommend this place!
i highly recommend this place!
i was very disappointed.

input
+0.5 * Ztopositive
+1.0 * Ztopositive
+1.5 % Ztopositive
+2.0 * Ztopositive

my goodness it was so gross.
my goodness it was so gross.
my goodness it was so gross.
my goodness it was so gross.
my goodness it was so good.

input

+0.5 * Ztonegative
+1.0 * Ztonegative
+1.5 * Ztonegative

+2.0 * Ztonegative

it is always good to find quality

local spots when traveling.

it is always good to find quality

local spots when traveling.

it is always good to find quality

local spots when traveling.

itis always good to find

local spots when traveling.

it was always going to be a long time.

input

+0.5 * Ztopositive
+1.0 * Ztopositive
+1.5 % Ztopositive

+2.0 * Ztopositive

went here for the first time to try
something new ... bad idea.
went here for the first time to try
something new.

went here for the first time to try
something new.

went here for the first time to try
something new.

went here for the first time to try
something new. I'm really looking
forward to trying something new
for the first time.

input

+0.5 * Ztonegative
+1.0 * Ztonegative
+1.5 * Ztonegative
+2.0 * Ztonegative

it was delicious!

it was delicious!
it was delicious!
it was a very bad night.
it was a very bad night.

input

+0.5 * Ztopositive
+1.0 * Ztopositive
+1.5 * Ztopositive
+2.0 * Ztopositive

if i could give them a zero

star review i would!

if i could give them a star i would!
if i could give them a star i would!
if i could give them a star i would!
if i could give them a star i would!

input
+0.5 * Ztonegative
+1.0 * Ztonegative
+1.5 * Ztonegative

+2.0 * Ztonegative
+2.5 * Ztonegative

the food is fresh and the
environment is good.

the food is fresh and the
environment is good.

the food is fresh and the
environment is good.

the food is fresh and the
environment is good.

the food is bad.

the food was produced in the past.

input
+0.5 * Ztopositive
+1.0 * Ztopositive
+1.5 * Ztopositive

+2.0 * Ztopositive
+2.5 * Ztopositive

fries are n’t worth coming back.
fries are good.
fries are good.
fries are good.
fries are good.

fries are a great way to get a
good laugh.

Table 12: This table shows some generations from unsupervised sentiment transfer of steering vectors. Sentences
are from the Yelp dataset. We find that with increasing A sentiment transfers more strongly towards positive or
negative, often switching at A = 1.5.
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