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Abstract

Recent research analyzing the sensitivity of nat-
ural language understanding models to word-
order perturbations has shown that neural mod-
els are surprisingly insensitive to the order of
words. In this paper, we investigate this phe-
nomenon by developing order-altering pertur-
bations on the order of words, subwords, and
characters to analyze their effect on neural mod-
els” performance on language understanding
tasks. We experiment with measuring the im-
pact of perturbations to the local neighborhood
of characters and global position of characters
in the perturbed texts and observe that pertur-
bation functions found in prior literature only
affect the global ordering while the local or-
dering remains relatively unperturbed. We em-
pirically show that neural models, invariant of
their inductive biases, pretraining scheme, or
the choice of tokenization, mostly rely on the
local structure of text to build understanding
and make limited use of the global structure.

1 Introduction

Recent research has shown that neural language
models have an understanding of well-formed En-
glish syntax in recurrent neural networks, convo-
lutional neural networks, and in large pretrained
(PT) Transformers (Gulordava et al., 2018; Zhang
and Bowman, 2018; Chrupata and Alishahi, 2019;
Lin et al., 2019a; Belinkov and Glass, 2019; Liu
et al., 2019a; Jawahar et al., 2019; Rogers et al.,
2020). Other studies, however, take a critical stance
with experiments suggesting that models may be in-
sensitive to word-order perturbations (Pham et al.,
2021; Sinha et al., 2021, 2020; Gupta et al., 2021;
O’Connor and Andreas, 2021), showing that shuf-
fled word-order has little to no impact during
training or inference with neural language mod-
els. While some research show that models learn
some abstract notion of syntax, further probing into
their insensitivity to the perturbation of syntax is
necessary. Specifically, What are the underlying

mechanisms causing those unintuitive, or unnat-
ural, results from neural models is still a largely
unanswered question.

Recent research exploring the sensitivity to syn-
tax of pretrained models has primarily been apply-
ing perturbations to text through perturbing the or-
der of words (Pham et al., 2021; Sinha et al., 2021,
2020; Gupta et al., 2021; O’Connor and Andreas,
2021). Perturbations applied and quantified at this
granularity of text offer only a limited understand-
ing of the learning dynamics of the neural language
models. Analyzing perturbations at a finer granular-
ity such as subwords (Bojanowski et al., 2017) or
characters (Gao et al., 2018; Ebrahimi et al., 2018),
may provide a deeper insight into the insensitivity
to word-order of neural models.

In this paper, we define two types of structure!
in text, global which relates to the absolute posi-
tion of characters, and local, which relates to the
relative position of characters to their immediate
neighbors. We observe from our experiments (§ 5)
that most perturbations proposed and analyzed in
the literature will perturb the global structure with
different reordering of words, while the amount of
disturbance to the local structure remains limited.
We hypothesize that the local structure, more so
than the global structure, is necessary for under-
standing in natural language tasks. By applying
perturbations of varying degrees to the local struc-
ture, while controlling for the amount of global
perturbations, we are able to measure how essen-
tial it is to a neural model understanding of text.
We demonstrate the sensitivity to local structure of
model performances in English natural language
understanding (NLU) (GLUE (Wang et al., 2019a))
and their relative insensitivity to the global struc-
ture, and control for many potential confounding
factors that would otherwise provide an alternative
explanation to our results.

IStructure here relates to the organization of characters in
the text.
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Our contributions are as follows:

* We show that the performance of neural mod-
els — Transformers and others, pretrained or
not — on perturbed input strongly correlates
with the amount of preserved local structure
of text.

* We identify possible confounding factors for
this phenomenon and construct experiments
controlling for them.

* We provide analysis on implications derived
from our large array of empirical findings.

2 Related Work

Importance of Syntax Discussions on seman-
tics (Culbertson and Adger, 2014; Futrell et al.,
2020) agree on specific orders of words to be nec-
essary for comprehending text. Psycholinguistic
research (Hale, 2017) corroborates this through
evaluating sentence comprehension mechanisms
of humans. Hence, interpreting language as a
bag-of-words could limit the expressions conveyed
through the word-orders (Harris, 1954; Le and
Mikolov, 2014) and understanding syntax’ be-
comes an essential artifact. Recently, Mollica et al.
(2020) found that humans were robust to word-
ordering perturbations in text as long as local or-
dering of text was roughly preserved.

Prior works have explored the relationship
between neural models and syntax. Goldberg
(2019); Hewitt and Manning (2019) both show
that BERT (Devlin et al., 2019) models have some
syntactic capacity. Lin et al. (2019b) show that
BERT represents information hierarchically and
concludes that BERT models linguistically relevant
aspects in a hierarchical structure. Tenney et al.
(2019); Liu et al. (2019b) show that the contextual
embeddings that BERT outputs contain syntactic in-
formation that could be used in downstream tasks.

While it seems that syntax is both important, and
to an extent, understood by the recent family of PT
models, it is unclear how much use they make of it.
Glava$ and Vuli¢ (2020) showed that pretraining
BERT on syntax does not seem to improve down-
stream performance much. Warstadt et al. (2020)
showed that while models such as BERT do un-
derstand syntax, they often prefer not to use that

Zpreference to a specific word-order over the other and the
preference complying with the choices of an average human
speaking that language.

information to solve tasks. Ettinger (2020); Pham
et al. (2019); Sinha et al. (2020); Gupta et al. (2021)
show that large language models are insensitive to
minor perturbations highlighting the lack of syn-
tactic knowledge used in syntax rich NLP tasks.
Sinha et al. (2021) show that pretraining models
on perturbed inputs still obtain reasonable results
on downstream tasks, showing that models that
have never been trained on well-formed syntax can
obtain results that are close to their peers.

While syntactic information seems vital to lan-
guage, and large PT models seem to be at least
aware of syntax, the lack of sensitivity of neural
models to perturbation of syntax motivates further
probing.

Text Perturbations Several different types of re-
ordering perturbation functions and schemes have
been explored to understand and study neural archi-
tectures’ (in)sensitivity to word-order. The class of
perturbation analysis could broadly be split into
three categories: deletion, paraphrase injection,
and reordering of tokens. Sankar et al. (2019) ex-
plore utterance and word-level perturbations ap-
plied to generative dialogue models to highlight
their insensitivity to the order of conversational
history. On natural language classification tasks,
Pham et al. (2021) define n-grams for different
values of n and shuffle them to highlight the insen-
sitivity of PT models. They show that shuffling
larger n-grams has a lesser effect than shuffling
smaller n-grams, suggesting that preserving more
local structure causes less performance degrada-
tion. Studying textual entailment tasks, Sinha et al.
(2020) perform perturbations on the position of the
words, with the criteria that no word remains in its
initial position.

Hsieh et al. (2019) propose a suite of adversar-
ial attacks that replace one word in the input to
cause a model to flip its correct prediction. Gupta
et al. (2021) combine several types of destructive
transformations — such as sorting, reversing, shuf-
fling words — towards removing all informative
signals in a text. Along similar lines, Wang et al.
(2019b) inject noise by reordering or deleting ar-
ticles towards injecting artificial noise to measure
the robustness of PT language models. Character-
level perturbations that perform minimal flips to
cause a degenerate response have been explored by
Ebrahimi et al. (2018); Gao et al. (2018). Gao et al.
(2018) quantify the perturbation in Levenshtein dis-
tance and draw a correlation to the model’s perfor-
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mance. This work is closely related to our own. We
demonstrate that our hypothesis, the importance of
local ordering, is a much more robust explanation
of the degradation in performance of models than
the Levenshtein distance.

Quantifying Perturbations Several popular sim-
ilarity metrics can be used to measure perturba-
tions. Metrics like BLEU (Papineni et al., 2002)
and ROUGE (Lin, 2004) will treat text as a se-
quence of words, from which a measure of overlap
is computed. The Levenshtein distance (Leven-
shtein, 1966; Yujian and Bo, 2007), or the edit
distance, measures the minimum amount of single-
character edits (insertions, deletions, or substitu-
tions) necessary to match two strings together. In
the context a shuffling text, it will roughly count
the amount of characters that have been displaced.
Parthasarathi et al. (2021) observed that learned
metrics like BERT-Score (Zhang et al., 2019) and
BLEURT (Sellam et al., 2020) are often unaffected
by minor perturbations in text which limits their
usefulness in measuring perturbations. Character-
level metrics, such as the character n-gram F-score
(chrF) (Popovi¢, 2015) offer a character-aware ap-
proach to measuring similarity of n-gram overlap
between two texts. In the context of shuffling this,
this will represent roughly the amount of character
n-gram that have been changed by the shuffling.

3 Measuring Local and Global
Pertubations

To properly analyze different perturbations to the
local and global structure of text, we first require
a way to measure perturbations to said structures.
The global structure here relates to the absolute po-
sition of characters in a text, and the local structure
relates to the neighboring character of any other
character in a text.

3.1 Character bigram F-score (chrF-2)

To measure local perturbations, we use the
chrF (Popovié, 2015) metric. chrF is an n-gram
overlap metric that is applied to characters. The
goal here is to isolate the smallest unit of local
structure that we can quantify, character 2-grams
being preserved after perturbations. We therefore
use a minimal and maximal n-gram length of 2.
We use the default 8 value of 3. Our metric is
equivalent to calculating the F3-score of character
2-gram overlap between the unperturbed text and
the perturbed text, taking whitespaces into account.

3.2 IDC

To measure the global perturbations, we introduce
the Index Displacement Count (IDC) metric, which
measures the average distance traversed by every
character after perturbations.

Let a string, x; = (c)}, be denoted by a sequence
of characters co, . .., cy, where k is the length of the
string in characters and p* denote the positions of
characters in x;. Let 1(-) be a perturbation opera-
tion.

X m(xi), o))

where x. denote the perturbed string with posi-
tions of the characters specified by p";.

IORTAL0)] R

1 k
IDC 5 Y |

j=1
The denominator k%> normalizes the average by
the length of the text’. Intuitively, an IDC of 0.3
would imply that characters in the perturbed text
have moved 30% of the text length on average. The
values of IDC will lie in the range [0,0.5], where
0.5 would be obtained by reversing a text at the

character level.

3.3 Compression Rate (Comp)

Finally, to measure local perturbations to words
and subwords, we could count the rate of out-of-
vocabulary (OOV) tokens introduced by the pertur-
bations. As our experiments make use of a subword
vocabulary (Sennrich et al., 2015) which can repre-
sent any string of English characters without OOV
tokens, the compression rate (Xue et al., 2021), as
measured by the length of the original string in char-
acters divided by the length of the tokenized string,
will serve as a proxy to measuring OOV tokens.
As more local perturbations are applied, more and
more subwords will be broken into smaller sub-
words which will yield a lesser compression of
text through tokenization. The tokenizer of the
RoBERTa-Base model (Liu et al., 2019c¢) is used
to calculate the compression rate in all cases.

4 Perturbation Functions

Towards conducting a detailed analysis on the ef-
fect of perturbations on the performance of neu-
ral language models, we define three granularities

3k2 is used to normalize as we sum k times a number that
is between 0 and k, where £ is the text length.
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of perturbation functions — word-level, subword-
level and character-level. The subwords are taken
from the RoBERTa-Base vocabulary. We define
the perturbation functions as generic operations
that can be applied across the different levels of
granularity*.

Full Shuffle randomly shuffles the position of
every word, sub-word, or character, according to
the level it is applied to. This transformation should
cause a great amount of perturbation to the global
and local structure for the specific granularity.

The scholar is typesetting.

scholar typesetting is The.

Figure 1: Example for word-level full shuffling. The
perturbed sentence has a IDC of 0.29 and a chrF-2 of
0.92.

Phrase Shuffle creates chunks of contiguous to-
kens of variable length, controlled by a parameter
p, and shuffles the phrases of word, subword, or
characters. This perturbation has, on average, the
same impact as the full shuffling on the global
structure as the absolute positions of characters
tend to change just as much as full shuffling while
preserving a controllable amount of /ocal structure.

The scholar is typesetting.

typeThe schosetting lar.

Figure 2: Subword-level phrase shuffling. The per-
turbed sentence has an IDC of 0.35 and a chrF-2 of
0.84.

To randomly define our phrases, we traverse the
text sequentially on the desired granularity. The
entire text is assumed as a single large phrase and is
truncated at a token with probability p into smaller
phrases.

A lower value of p leads to longer on average
phrases, thus preserving more of the local struc-
ture while destroying roughly the same amount of
global structure. In the extreme case with p = 1.0,
phrase shuffling will be equivalent to full shuffling
as phrases will all be one token long.

4Pseudo-code and examples for all perturbations are shown
in Appendix B.

Neighbor Flip Perturbations flip tokens of the
chosen granularity with the immediate right neigh-
bor with probability, p. This function has, on aver-
age, a smaller impact on the global structure, as the
absolute positions of tokens do not change much
but can have an arbitrary large effect on disturbing
the local structure.

The scholar
heT cshlor

typesetting.

a typeesttnig.

Figure 3: Character-level neighbor flip. The perturbed
sentence has an IDC of 0.04 and a chrF-2 of 0.32. Due
to a greater distortion to the local order, the model has a
greater chance to be sensitive to this perturbation.

The perturbation is applied by traversing the
string from left-to-right on the desired granular-
ity and, with a probability p, switching the current
attended token with the following token. The lower
the p is, the less perturbation happens, thus preserv-
ing more of the /ocal structure. This transformation
has a limited impact on the global metric, thus let-
ting us isolate the impact of perturbations to the
different structures.

S Experiments

5.1 Dataset

We experiment with the GLUE Benchmark (Wang
et al., 2019a) datasets, a popular NLU benchmark.
We create perturbed versions of the validation set
for all tasks with the different perturbation func-
tions defined in § 4. In total, 50 different variations
of our perturbation functions are applied by varying
the granularity as well as the p values, including

an unperturbed benchmark version’.

5.2 Confounding Variables

We have identified several confounding variables
that we will attempt to control for in our experi-
mental setup.

Inductive Biases of the neural architecture may
yield models that rely on different types of struc-
ture. Intuitively, it may be that Transformer-based
models, through global self-attention, rely more on
global structure than ConvNets which are limited
to local information.

5The hyperparameters used for the perturbation functions
are detailed in Appendix A.
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Pretraining may have a large impact on the level
of sensitivity to different types of structure. It
may be that global structure simply requires more
training to be understood and that pretrained mod-
els leverage it to a much higher degree than non-
pretrained (NPT) models. The specific method
used for pretraining may also impact the sensitiv-
ity to different types of structures, such as adding
permutations to the pretraining objectives.

Tokenization schemes may be the most signifi-
cant confounding variable. By perturbing the local
ordering of characters, we also perturb the vocab-
ulary of models that rely on the precise order of
characters.

5.3 Models

We experiment with BiLSTMs (Schuster and Pali-
wal, 1997), Transformers (Vaswani et al., 2017),
and ConvNets to have an appropriate breadth of
neural inductive biases. We experiment with three
flavor of PT Transformers (RoBERTa-Base (Liu
et al., 2019¢), BART-Base (Lewis et al., 2019) and
CharBERT-Base (Ma et al., 2020)), and a NPT
Transformer (RoBERTa-Base architecture) to ver-
ify the impact of pretraining. We also experiment
with different tokenization schemes, using byte-
pair encoding (BiLSTMs, ConvNet, RoBERTa-
Base, BART-Base, NPT Transformer) as well as
character-level tokenization (BiLSTMs, ConvNet,
CharBERT-Base (Ma et al., 2020)), to isolate the
impact of the destruction of a model’s vocabulary.
The tokenization for PT Transformer models
use their corresponding vocabulary, while NPT
models (BiLSTM, ConvNet, Transformer) use the
RoBERTa-Base vocabulary and the character-level
models use characters exclusively as vocabulary®.
Training is done once on the unperturbed dataset
until convergence and evaluation is done on the
perturbed version of the validation datasets. The
training details can be found in Appendix A.

6 Analysis

6.1 Metrics and GLUE Performance

We compute the average GLUE score of different
models applied to the validation data perturbed
with our different perturbation functions. The PT
RoBERTa-Base results are plotted in Figure 4.

5The CharBERT model uses a mix of characters and sub-
word vocabulary.

"Results for all individual models can be found in Ap-
pendix C

First, we observe that word and subword-level
perturbations are very limited in their impact on
the local structure, but can affect the whole spec-
trum of global structure. We observe the general
trend that the chrF-2 metric strongly correlates with
neural models’ loss in performance on the GLUE
benchmark tasks across all perturbations and gran-
ularity of perturbations. While the IDC metric cor-
relates somewhat with performance, it fails to dis-
tinguish between neighbor flipping perturbations
and phrase shuffle perturbations. The compres-
sion rate is strongly correlated with performance
on character-level perturbations but does not hold
explanatory power for word and subword-level per-
turbations, as they do not affect the vocabulary,
leading to the overall lower rank correlation with
performance degradation.

By computing the rank correlation between the
GLUE score of the different models on the per-
turbed samples and the metric measuring the per-
turbations (Figure 5), we see that the correlation
of GLUE score with the chrF-2 metric holds for
every single architecture and setting tested. On the
other hand, the IDC metric is only weakly corre-
lated with performance decay. This implies that
local structure, more so than global structure, is
necessary for models to perform NLU. A model
being evaluated on a perturbed text with a chrF-2
of 0.7 can be assumed to have much lower perfor-
mance than on a perturbed text with a chrF-2 of
0.95, irrespective of the granularity or the type of
perturbations that yielded those metrics. This is not
true of any of the other metrics.

Looking at the individual tasks more closely, as
in Figure 6, we see that the conclusions regarding
the overall GLUE benchmark do hold for every
task individually.

6.2 Effect of Perturbations on Metrics

As intended, the different perturbations have dif-
ferent impact on our metrics, as shown in Figure 4.
Thee neighbor flip perturbations objective was to
obtain an arbitrary amount of local perturbation for
a relatively small amount of global perturbation.
We can observe that the IDC metric, which mea-
sures the impact to the global structure, is smaller
for the neighbor flip than for the phrase shuffle,
even when the amount of local perturbation, as mea-
sured by the chrF-2 metric, is roughly equivalent.
The compression rate is closely tied to the measure
of local structure on character-level perturbations,
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Figure 4: Plotted are the relations between the different choices of metrics measuring the amount of perturbation
and the performance of PT RoBERTa-Base model tested on the perturbed data. Left is more perturbed, up is better
performance. The X-axis of the IDC metric is inverted for clearer comparison.

(=]

Lo o oo
oo oo
IS
° =

chrfF Comp

0I25
'_

PT RoBERTa
PT BART
NPT Transformer
ConvNe
BILST!
PT CharBER
ConvNet Char
BiLSTM Char

Figure 5: Rank correlation matrix between the models’
performance to perturbed samples on the GLUE bench-
mark and the perturbation quantified by the different
metrics. The higher the value the better the metric ex-
plains the degradation in performance.
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Figure 6: Rank correlation matrix between perturbations
measured by different metrics and the performance on
the different GLUE tasks of the PT RoBERTa model.

but is static for word and subword perturbations as
the tokens are never impacted.

6.3 Correlation between metrics

To confirm that the chrF-2 metric and the IDC met-
ric do measure orthogonal aspects of structure, we
compute their pairwise pearson correlation in the
GLUE validation set in Figure 78 We also include
the compression rate. Specifically, for every sam-

8For every correlation, we inverted the value of the IDC
metric by flipping its signs to make the comparison of the
different correlations more straightforward. It is a measure
of perturbation and not similarity and is therefore inversely
correlated to the GLUE score and the other metrics.

ple in the validation set of the GLUE tasks, we
perturb them using the different perturbation func-
tions and compute their scores with the different
metrics.

38
e “1.0
2 "0.5
o
O
=
<
&)

chrF

IDC Comp

Figure 7: Correlation matrix between the different met-
rics on the GLUE tasks.

We observe that chrF-2 and IDC have a fairly
low correlation, suggesting that the metrics mea-
sure different aspects of the perturbations. We also
observe a very high correlation between the chrF-2
measure and the compression rate, which motivates
experiments that perturb one without impacting the
other to isolate the main component causing the
performance degradation.

6.4 Model specific analysis

The loss in performance of models in GLUE tasks
shows a greater degree of correlation with the chrF-
2 metric than any other metric, as shown in Fig-
ure 5, with the exception of the NPT Transformer
which we discuss in § 6.4.2.

6.4.1 Pretrained vs Non-Pretrained models

Figure 5 demonstrates that perturbations to the lo-
cal structure explain much of the degradation in
performance for both PT and NPT models. De-
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spite the different pretraining schemes used, the
PT RoBERTa and BART model have a compara-
ble level of degradation across the different per-
turbations, showing that the choice of pretraining
scheme has a relatively small impact on perturba-
tion resistance.

All NPT models exhibit a strong correlation be-
tween the chrF-2 metric and their degradation in
performance on the GLUE tasks, which indicates
that the sensitivity to local structure is not an arti-
fact of pretraining.

6.4.2 NPT Transformer and Positional
Embeddings

Interestingly, the NPT Transformer bucks the over-
all trend by having very little correlation between
its performance and IDC and being more correlated
to the compression rate than to the chrF-2 metric.
As IDC will roughly measure the distance traversed
by characters from their initial position, it having
little correlation with performance in NPT Trans-
formers implies that the absolute position of tokens
is not taken into account by the NPT Transformers.
We hypothesize that learning the positional embed-
dings requires much more data than is present in
a single NLU task, leading the NPT model to act
as a bag-of-words model. This would explain why
perturbations to the vocabulary are so impactful
to the NPT Transformer, as it is unable to correct
minor disturbances in words with the context of
neighboring words.

Towards studying this, we conduct an ablation
study on the impact of positional embeddings with
NPT and PT Transformers. We freeze the weights
of the positional embeddings to 0, making them
have no contribution to the overall output of the
model. As we are interested in the marginal util-
ity of positional embeddings with relation to NPT
Transformers, we report the difference in perfor-
mance between the model that has access to those
embeddings and the model that does not (A GLUE
Score). Without positional embeddings, a model
has no information on the relative position of inputs
and is forced to use only the bag-of-word informa-
tion. In Figure 8, we can see that the performance
of the NPT Transformer without positional em-
bedding varies about +2%, consistent across all
levels of perturbations, while the PT model per-
formance is strongly improved by the presence of
the positional embeddings. This suggests that NPT
Transformers barely make any use of the positional

embeddings on those tasks’.

6.5 Character-Level Experimentation

As the results presented from experiments so far
use subword tokenization, it is possible that the
local perturbations being directly correlated with
performance decay could be caused by the pertur-
bation to the vocabulary. To control for vocabulary
destruction as a possible explanation for the ob-
served phenomenon, we train character-level BiL.-
STMs, ConvNets and finetune a PT CharBERT
model on all tasks to evaluate whether the cor-
relations between metrics and performance hold
without multi-character vocabulary. Results shown
in Figure 5 demonstrate that even when using a
single-character vocabulary, the correlations be-
tween performance for ConvNets, BILSTMs, and
PT Transformers remains roughly static. This im-
plies that the destruction of the specific tokens used
by the model is not the main driver for the degra-
dation in performance leaving perturbation to the
local structure as the most likely explanation.

7 Discussion

Significance of Results While our results at the
extremes may be trivial, such that completely shuf-
fling the order of characters of a text removes all
the structure necessary for understanding, and that
destroying the local structure to an extreme also
prohibits models from building a useful represen-
tation of the text, it is not trivial that performance
correlates to this degree to local structure across
the whole spectrum of perturbations. In Figure 4,
fully shuffling the subwords of a text and randomly
flipping characters with their neighboring character
10% of the time obtains roughly the same GLUE
score and chrF-2 metric despite much different per-
turbations being applied and much different IDC
and compression rate. The removal of any amount
of local structure correlating directly to an equiv-
alent drop in performance, with little concern for
the granularity or mechanics of that removal of
local structure, allows us to make interesting con-
clusions on the kind of structure that is used by
neural models to build understanding.

Adversarial Attacks By better understanding
the specific mechanics that can induce failure in
neural language models, it is possible to develop
models that are more resistant to adversarial attacks.

9Further analysis is presented in Appendix C.2
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Figure 8: Difference in GLUE scores between a Transformer and the same Transformer trained and tested with
positional embeddings frozen at 0. Results for NPT and PT models are shown.

As current models performances can be directly re-
lated to the preservation of character 2-grams in all
studied variations, this study demonstrates a very
likely vector of adversarial attacks that may be im-
portant to explore further. Gao et al. (2018) use
the Levensthein distance to measure and limit per-
turbations of black box adversarial attacks, similar
research relying on chrF-2 instead may be interest-
ing.

Tokenization Our results on the importance of
local structure could bear some implications for
tokenization. Recent research trends (Xu et al.,
2021; Clark et al., 2021) look at alternatives and
improvements to BPE. The current research ap-
pears to be pushing towards smaller vocabulary at
finer granularity, even exploring simple byte-level
representations (Xue et al., 2021; Tay et al., 2021).

We find that local clumps of characters contain
the most essential structural information required
to solve several NLU problems. As a large part
of the complexity of NLU seems to be contained
within the meaning of the specific order of clumps
of characters, by having more of that local structure
fixed through tokenization, it is possible to inject
additional useful inductive biases into the model.
The perturbation analysis discussed in our work
could be used for better construction of vocabulary

with improved heuristics.

8 Conclusion

Our results on the relative importance of local struc-
ture in relation to global structure hint at the pos-
sibility that much of the tested NLU tasks can
be solved with a bag-of-words formulation. In-
tuitively, local structure mainly relates to building
meaningful words from the characters of a text
whereas the global structure relates to the gen-
eral order and word-level syntax being maintained.
From our experiments, we observe that as long as
the local structure is roughly maintained, a majority
of NLU tasks can be solved without requiring the
global structure. This correlates with similar find-
ings by O’Connor and Andreas (2021). In essence,
the structure required to build words seems to be
necessary, but much of NLU can be solved with
the information of which words (or subwords) are
present in the text, without regard to their relative
positions.

In this work, we have provided empirical results
demonstrating that, for deep learning models in
English NLU, perturbations to the local structure,
as measured by the chrF-2 metric, is highly cor-
related to downstream model performance which
implies that much of the information obtained from
the structure of text comes from the local structure.
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Perturbations to the global structure, as measured
by IDC, seems to only have a limited correlation to
performance, implying that models don’t generally
rely on it to build understanding. Reflecting on our
results, we observe that perturbations on a local
level explains the (in)sensitivity of neural language
models to perturbations at different granularities
on a variety of NLU tasks. This paper hopefully
provides useful intuitions on the importance of dif-
ferent types of structures in text for researchers
looking into tokenization, neural architectures and
adversarial attacks. Although the paper primarily
focuses on the effects of perturbations on English
texts, extending the study to neural models on other
languages will be beneficial.
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A Experiment Details

Model Hyperparameters The results in the paper are averaged over 5 random seeds. We train 5
individual model on all tasks and apply a different random seed to the perturbations to each trained model
once. Early stopping was performed after 2 full epochs not resulting in better results on the validation set.
All models had similar model sizes, containing between 100 million and 130 million parameters. The
ConvNet architecture is the one described in Collobert and Weston (2008) and the BiLSTM architecture is
the one described in Zhao et al. (2015). The character embedding ConvNet uses a kernel of size 12 instead
of 3, to offset the much longer character sequences. Both the ConvNet and BiLSTM use the same hidden
size, dropout and word embedding size as the ROBERTa-Base model. Pretrained models used a learning
rate of 2e-5, a batch size of 32, a maximum of 5 epochs and a weight decay of 0.1. Non-pretrained
models used a learning rate of 1e-4, a batch size of 128, a maximum of 50 epochs and a weight decay
of 1e-6. All experiments used a warmup ratio of 0.06, as described in Liu et al. (2019c). Experiments
using characters as input used a maximum sequence length of 2048 inputs. All other experiments used a
maximum sequence length of 512. The Winograd Schema Challenge (WNLI) task was omitted from all
experiments as it contains well known issues and is often omitted (Liu et al., 2019c; Devlin et al., 2019;
Radford and Narasimhan, 2018). The validation set, instead of the test set, is used as the test set is kept
private for the GLUE benchmark.

Perturbations Subword-level perturbations were all done with the RoBERTa-Base tokenization. On
all level of granularity, we perform one experiment with in the full shuffling setting. On the word and
subword-level perturbations we perform phrase-shuffling with p values of: [0.8, 0.65, 0.5, 0.35, 0.2] and
neighbour-flip shuffling with p values of: [0.8, 0.6, 0.5, 0.4, 0.2]. On the character-level perturbations we
perform phrase-shuffling with p values of: [0.975, 0.95, 0.9, 0.8, 0.65, 0.5, 0.4, 0.3, 0.2, 0.15, 0.1, 0.075,
0.05] and neighbour-flip shuffling with p values of: [0.8, 0.65, 0.5, 0.4, 0.3, 0.2, 0.1, 0.075, 0.05, 0.035,
0.025, 0.01]. A total of 11 word-level experiments, 11 subword-level experiments, 27 character-level
experiments and the unperturbed benchmark are evaluated for a grand total of 50 different perturbation
settings.

B Pseudocode for Metric and Perturbations

Function PhrasePerturbation (p < 0.5, text<—1ist):
all_phrases <— 1ist ();
phrase <— 1ist (text [0])
for token in text[1 :] do
p ~ Unif ([0,1]);
if p < p then
all_phrases.append(phrase);
phrase < 11ist(token)
else
| phrase < [phrase, token];
end
end
all_phrases.append(phrase);
perturbed_text <— “’.join(shuffle(all_phrases))
return perturbed_text

Algorithm 1: Pseudocode for PhraseShuffle.
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Function NeighborFlip (p < 0.5,fext<—1ist):
perturbed_tokens <— 1ist ();
held_token <— 1ist (text [0])
for roken in text[1 :] do
p ~ Unif (10,1));
if p < p then
perturbed_tokens.append(held_token);
held_token < 11 st(token)
else
‘ perturbed_tokens <— [perturbed_tokens, token];
end
end
perturbed_tokens.append(held_token);
perturbed_text <— “’.join(perturbed_tokens)
return perturbed_text

Algorithm 2: Pseudocode for NeighborFlip.

C Other Results

In this section, we add for all other tested models the results that were presented for the RoOBERTa-Base
model. They were not included in the main paper for simple economy of space.

C.1 PT BART

The PT BART model has results that are very much inline with the PT RoBERTa model.
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Figure 9: Plotted are the relations between the different choices of metrics
and the performance of PT BART-Base model tested on the perturbed data.
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Figure 10: Rank correlation matrix between perturbations measured by different metrics and the performance on the

different GLUE tasks of the PT BART model.
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C.2 NPT Transformer

The NPT Transformer has many interesting results that warrant additional analysis. In Figure 11, we
can observe that no word or subword-level perturbation have any effect on the models performance,
which implies that it considers inputs containing the same subwords in any order as equivalent. In other
words, it makes not use of the position of inputs. Looking at individual tasks in Figure 12, we further
observe that the correlations to the MRPC, CoLLA and RTE tasks are all flat. By observing those tasks
performance individually in 13, we can see that the low correlation is simply caused by the fact that the
model is incapable to obtain above-chance performances on any of the tasks. Adding the results of the
NPT Transformer with positional embeddings frozen to 0, in Figure 14 and Figure 15, we can see little
difference between the NPT Transformer with and without positional embedding.
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Figure 11: Plotted are the relations between the different choices of metrics measuring the amount of perturbation
and the performance of NPT Transformer model tested on the perturbed data. The model does not seem to
consider the position of tokens which explains why word and subword-level perturbation do not seem to affect the
performances.
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Figure 12: Rank correlation matrix between perturbations measured by different metrics and the performance on the
different GLUE tasks of the NPT Transformer model. The model obtains a static chance score on the RTE task
and extremely low scores on the MRPC and CoLA tasks which explains the strange correlations. Those three tasks
have seen the greatest improvement on the GLUE benchmark from the introduction of PT models. Those are also
the three smallest tasks in the GLUE benchmark lending credence to the idea that positional embeddings are data
hungry.
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(c) NPT Transformer RTE

Figure 13: Plotted are the offending task for the strangeness in the NPT Transformer correlation. Those tasks seem
to rely on the position of inputs more then other tasks which would explain the comparatively poor performance of
the NPT Transformer.

0.525 mmm Benchmark : : ”
mm Full Shuffle w \;? * L4 Yo Ve * ¢
0.500 M= Phrase Shuffle * ve +
Neighbor Flip
Word-Level Perturbations
g0'475 : Subword-Level Perturbations * * *
$ % Character-Level Perturbations
©0.450
3
© 0.425 * * *
0.400 * * *
. * * *
0375 * * xx X ¥
0.4 0.6 0.8 1.0 2.0 2.5 3.0 3.5 4.0 0.3 0.2 0.1 0.0
Character bigram F-score Compression Rate IDC

Figure 14: Plotted are the relations between the different choices of metrics measuring the amount of perturbation
and the performance of NPT Transformer with positional embeddings frozen at 0. We observe very similar results
to the NPT Transformers with positional embeddings.
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Figure 15: Rank correlation matrix between perturbations measured by different metrics and the performance on
the different GLUE tasks of with the NPT Transformer with positional embeddings frozen at 0. We observe very
similar results to the NPT Transformers with positional embeddings.

C.3 PT CharBERT

The PT CharBERT seem roughly inline with the other PT models, with generally more importance to the
chrF-2 and somewhat less importance to the compression rate.
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Figure 16: Plotted are the relations between the different choices of metrics measuring the amount of perturbation
and the performance of PT CharBERT model tested on the perturbed data.
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Figure 17: Rank correlation matrix between perturbations measured by different metrics and the performance on the
different GLUE tasks of the PT CharBERT model.
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C.4 ConvNet

The ConvNet is inline with other models, with the exception that it fails to obtain any kind of performance
on the RTE task.
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Figure 18: Plotted are the relations between the different choices of metrics measuring the amount of perturbation
and the performance of ConvNet model tested on the perturbed data.
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Figure 19: Rank correlation matrix between perturbations measured by different metrics and the performance on
the different GLUE tasks of the ConvNet model. Much like the NPT Transformer, it is unable to obtain above
chance-level on the RTE task.

C.5 BIiLSTM

The BiLSTM is inline with other models performances.
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Figure 20: Plotted are the relations between the different choices of metrics measuring the amount of perturbation
and the performance of BiLSTM model tested on the perturbed data.
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Figure 21: Rank correlation matrix between perturbations measured by different metrics and the performance on the
different GLUE tasks of the BiLSTM model.

C.6 ConvNet Character Embeddings
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Figure 22: Plotted are the relations between the different choices of metrics measuring the amount of perturbation
and the performance of BiLSTM model tested on the perturbed data.
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Figure 23: Rank correlation matrix between perturbations measured by different metrics and the performance on the
different GLUE tasks of the BiLSTM model.

C.7 BIiLSTM with Character Embeddings

The BiLSTM with Character Embeddings results seem roughly inline with the other models, with some
failures on the CoLA, MRPC and RTE tasks.
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Figure 24: Plotted are the relations between the different choices of metrics measuring the amount of perturbation

and the performance of BILSTM with character embeddings model tested on the perturbed data.
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Figure 25: Rank correlation matrix between perturbations measured by different metrics and the performance on the
different GLUE tasks of the BILSTM with character embeddings model. In this case, the model struggles on the

RTE and CoLA task.
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