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Abstract

Emotion recognition in conversation (ERC)
aims to analyze the speaker’s state and iden-
tify their emotion in the conversation. Recent
works in ERC focus on context modeling but
ignore the representation of contextual emo-
tional tendency. In order to extract multi-modal
information and the emotional tendency of the
utterance effectively, we propose a new struc-
ture named Emoformer to extract multi-modal
emotion vectors from different modalities and
fuse them with sentence vector to be an emotion
capsule. Furthermore, we design an end-to-end
ERC model called EmoCaps, which extracts
emotion vectors through the Emoformer struc-
ture and obtain the emotion classification re-
sults from a context analysis model. Through
the experiments with two benchmark datasets,
our model shows better performance than the
existing state-of-the-art models.

1 Introduction

Emotion recognition in conversation (ERC) is a
work that recognizes the speaker’s emotion and its
influencing factors in the process of conversation.
Nowadays, social media such as Facebook and
Twitter generate a large amount of dialogue data
with various modalities of textual, audio, and video
all the time. The study of speaker emotional ten-
dency has huge potential value in the fields of pub-
lic opinion analysis, shopping, and consumption.
Therefore, conversation emotion recognition has
attracted more and more attention from researchers
and companies.

In ERC, existing research mainly focuses on
the way of contextual information modeling (Ma-
jumder et al., 2019; Ghosal et al., 2019). How-
ever, These models have some shortcomings due
to their inability to better extract the grammatical
and semantic information of the utterance. Recent
studies (Yuzhao Mao et al., 2020; Weizhou Shen
et al., 2020) have introduced the transformer struc-
ture into the utterance feature extraction to solve
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Figure 1: Visualization of the heatmap for an utterance
in a conversation, with three modalities.

the above problems. Li et al. (2021) proposed a
new expression vector, "emotion vector" for ERC,
which is obtained by mapping from sentence vector,
but only for textual modality. Meanwhile, existing
studies (Song et al., 2004; Dellaert et al., 1996;
Amir, 1998) have shown that only textual informa-
tion is not enough for emotional presentation, the
tone and intonation reflect the speaker’s emotions
to a certain extent, and the facial expressions also
express the inner feelings of the speaker in most
cases. As shown in Figure 1, different modalities
contain different information, and all are slightly
flawed, so multi-modal based information can bet-
ter identify the speaker’s emotion than a single
modality in ERC.

In order to identify the speaker’s emotion in con-
versation effectively, it is necessary to obtain good
utterance features. Also we can’t ignore the role of
the utterance’s emotional tendency. As shown in
Figure 2, the emotional tendency of the utterance it-
self is like an "offset vector”, which makes the neu-
tral utterance have an "emotional direction". For
single-sentence emotion classification, emotional
tendency is consistent with the results of emotion
recognition, while in ERC, the influence of the
context may cause the emotional tendency to be
inconsistent with the result of emotion recognition.
However, emotional tendency can provide features
for the model so that model can "understand" the
reason for emotional reversal.

So, we propose a new multi-modal emotional
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Figure 2: A map for emotion classification. The dashed
arrow represent the offset vector, which is added to the
neutral vector to obtain the vector with an emotional
direction.

tendency extraction method called Emoformer,
which is a Transformer-based model but doesn’t in-
clude the decoder part. As shown in Figure 3, Emo-
former extracts the emotional tendency, i.e., emo-
tion vector, from the modal features through the
multi-head self-attention layer and feed-forward
layer. More details we will analysis in Section 3.

Based on the Emoformer, we further propose
an end-to-end ERC model to classify the emotion
based on multi-modal information, named Emo-
Caps. Specifically, we employ the Emoformer
structure to extract emotion vectors of textual, au-
dio, and visual features. Then, we merge the emo-
tion vectors of the three modalities with the sen-
tence vector to an emotion capsule. Finally, we
employ a context analysis model to get the final
result of the emotion classification.

In general, the contributions of this paper are as
follows:

* We innovatively introduce the concept of emo-
tion vectors to multi-modal emotion recogni-
tion and propose a new emotion feature extrac-
tion structure, Emoformer, which is used to
jointly extract emotion vectors of three modal-
ities and merge them with sentence vector to
the emotion capsule.

* Based on Emoformer, we further propose an
end-to-end emotion recognition model named
EmoCaps to identify the emotion from multi-
modal conversation.

* Our model and the existing state-of-the-art
model are tested on MELD and IEMOCAP
datasets. The test results show that our
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Figure 3: Schematic diagram of Emoformer. The map-
ping network consists of 5 fully connected layers.

model has the best performance both in multi-
modality and text-modality.

The rest of the paper is organized as follows:
Section 2 discusses related works; Section 3 in-
troduces the proposed EmoCaps model in detail;
Section 4 and 5 present the experiment setups on
two benchmark datasets and the analysis of experi-
ment results; Finally, Section 6 concludes the paper.

2 Related Work

2.1 Emotion Recognition in Conversation

Poria et al. (2017) use Biredectional LSTM
(Hochreiter and Schmidhuber 1997) in ERC, which
builds context information without differentiating
among the speakers. ICON (Hazarika et al., 2018b)
is an extension of CMN (Hazarika et al.,2018),
which contains another GRU structure to connect
the output in the CMN model to distinguish the
speaker relationship. Majumder et al. (2019) use
three GRUs to obtain context information and up-
date the speaker status. Ghosal et al. (2019) con-
struct a conversation into a graph, then use a graph
convolutional neural network to convert the emo-
tion classification task of the conversation into a
node classification problem of the graph. Ghosal et
al. (2020) use common sense knowledge to learn
the interaction of interlocutors. Shen et al. (2021)
design a directed acyclic neural network for en-
coding the utterances. Hu et al. (2021) propose
the DialogueCRN to fully understand the conversa-
tional context from a cognitive perspective.

2.2 Multi-modal Emotion Recognition

Zadeh et al. (2017) propose the TFN model, which
is a multi-modal method using the tensor outer
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product. Liang et al. (2018) propose the model
which use a multi-level attention mechanism to ex-
tract different modal interaction information. Cai
et al. (2019) propose a hierarchical fusion model
to model graphic information for irony recognition.
But the above models are not applied in ERC. Haz-
arika et al. (2018b) propose the CMN model in
ERC, which uses a GRU structure to store multi-
modal data information and considers the role of
contextual information in conversation emotion
recognition. Jingwen Hu et al. (2021) propose the
MMGCN model, which is a graph convolutional
neural network model based on a multi-modal hy-
brid approach.

2.3 Transformer Models

Inspired by the self-attention mechanism (Ben-
gio et al. 2014), the Transformer is proposed for
computing representations and efficiently obtaining
long-distance contextual information without using
sequence (Vaswani et al. 2017), which has achieved
great success in the field of computer vision and
audio processing (Tianyang Lin et al. 2021). De-
vlin et al. (2019) use the Transformer structure
to train a large-scale general-purpose text corpus
to obtain a language model with syntactic and se-
mantic information. By employing a transformer-
based pretraining model, Hazarika et al. (2020)
transfer the context-level weight of the generated
conversation model to the conversation emotion
recognition model. Yuzhao Mao et al. (2020) use
Transformer to explore differentiated emotional be-
haviors from the perspective of within and between
models. Weizhou Shen et al. (2020) use the XL-
Net model for conversation emotion recognition
(DialogXL) to obtain longer-term contextual in-
formation. The above-mentioned algorithms use a
transformer-based structure but they are not applied
for multi-modal models.

3 Methodology

3.1 Problem Definition

Given a dialogue:uy, ug, us, . . . , Uy, where n is the
number of utterances. The purpose of conversa-
tion emotion recognition is to input a dialogue and
identify the correct emotion classification of each
sentence in the dialogue from the emotion label
set Y:y1, Y2, Y3, --., Ym, Where m is the number of
emotional label.

. Dataset

Parameter Setting IEMOCAP | MELD
Epochs 80 80

Lr 0.0001 0.0001
Dr 0.1 0.1
Batch size 30 30
Dim-T 100 600
Dim-V 256 256
Dim-A 100 300

Table 1: Parameter settings detail of MELD dataset
and IEMOCAP dataset. Epochs represents number of
training epochs, Lr represents the learning rate, Dr rep-
resents the dropout rate. Dim-T represent the the total
dimension of sentence vector and textual emotion vec-
tor, Dim-V and Dim-A represent the emotion vector
dimensions of visual and audio modalities.

3.2 Unimodal Feature Extraction

We extract the features of the utterance u, repre-
sented as U. In particular, when the input data is
multi-modal, features of utterance U can be ex-
pressed as:

U= [Ut7Ua7Uv] (1)

where U; means textual feature, U, means audio
feature, and U, means visual feature.

Textual Feature Extraction: In order to obtain
good utterance representation, we use a pre-trained
language model, BERT, to extract text feature vec-
tors. BERT is a large general-purpose pre-trained
language model proposed by Devlin et al. (2019),
which can effectively represent the grammatical
and semantic features of the utterance. Specifically,
we first split the dialogue into a series of individ-
ual utterances, which are used as the input of the
BERT-base model. Unlike other downstream tasks,
we use the transformer structure to encode the ut-
terances without classifying or decoding; then we
get the sentence vector of every utterance with 512
dimensions. It should be noted that using a larger
pre-tranined BERT model did not improve the per-
formance, and a smaller BERT model couldn’t get
good enough performance.

Audio Feature Extraction: Identical to Hazarika
et al. (2018), we use OpenSMILE (Eyben et al.
2010) for acoustic feature extraction. Specifically,
in this work, we use the IS13 ComParE config file,
which extracts a total of 6373 features for each ut-
terance video, then we use the fully connected layer
to reduce the dimensionality to 512 dimensions.
Visual Feature Extraction: We use the 3D-CNN
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Figure 4: Framework illustration of the EmoCaps based ERC model.

model to extract video features, especially the fa-
cial expression features of the speaker. The 3D-
CNN model can capture changes in the speaker’s
expression, which is important information in ERC.
Specifically, we use 3D-CNN with three fully con-
nected layers to get a 512-dimensional vector.

3.3 Our Method

‘We assume that the emotion of the utterances in the
dialogue depends on three factors:

* The emotional tendency of the utterance itself.

¢ Emotional information contained in different
modal of utterance.

¢ Context information

Based on the above three factors, our model Emo-
Caps is modeled as follows: We obtain three modal
features of dialogue data: textual, audio, and vi-
sual; and input them into the Emoformer structure,
then get the emotion vector of three modals and
fuse them with sentence vector; finally, the con-
text analysis model is used to obtain the emotion
recognition result. The framework of the model is
shown in Figure 4. It is worth noting that our text
features, i.e., the sentence vector, are encoded by a
transformer-based pre-trained language model, so
we no longer use the self-attention mechanism but
directly employ a mapping network to extract the
emotion vector, then the residual structure concats
sentence vector with emotion vector.

Emoformer Block Existing methods mainly use
CNN, TextCNN, GRU, etc., to extract text feature
vectors, which extract grammatical information
weakly. At the same time, they only take the origi-
nal feature vectors without emotional tendency as
input. Based on this, we propose to use the Emo-
former structure to extract the emotion vectors of
various modalities. As shown in Figure 3, Emo-
former has an Encoder structure similar to Trans-
former, but does not include the Decoder structure.
A multi-head attention layer is used to get the emo-
tional tendency feature from the original feature,
both are connected through the residual structure,
then emotion vector is obtained through a mapping
network composed of 5 fully connected layers. The
self-attention layer can be used to extract features
that contain emotional tendencies or emotional fac-
tors effectively, and the residual structure ensures
the integrity of the original information; finally the
mapping network decouples features and reduces
feature dimensions.

Identical to Vaswani et al. (2017), for a given
input feature U, we calculate three matrix of query
Q € RTexde, key K € RT«*x and value V €
RTv*dv by linear transformation from U:

Q. K, V] =UWe, WX W] )

where T, T, Ty represent the sequence length
of the @, K, V, and dg, dg, dy represent the
dimensions of the @, K, V, and W® e Rde*dm
WK c RdKde WV c Rdvxdm.
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Then we can express the formula of the self-
attention layer as:

QK"
Vi

where A is the weight of value V, dy, is equal to
the dimension of . In this way, multiple self-
attention layers are concatenated to get Multi-Head
Attention layer:

A = softmaz( 1% 3)

MultiHead(A) = Concat(Ax, ..., Ap)W (4)

where Ay, ..., A;, are the output of self-attention
layers, h is the number of layers, and W is the
weight parameter.

Then a residual connection with normalization
layer is used to normalize the output of Multi-Head
attention layer, and a Feed Forward layer is em-
ployed to get the output of the self-attention parts:

N = Norm(A + MultiHead(A))  (5)
F = mal’(o, NWi + bl>W2 + by (6)

G = Norm(F + MultiHead(F))  (7)

where W7y, W5 are the weight parameter, by, by are
the bias parameter.

Finally, the orignal features U and the output of
self-attention parts GG are connected through the
residual structure, and a mapping network is em-
ployed to get the final output E':

H=UsG 8)

E = Map(H) )

where the Map represents the mapping network,
which consists of 5 fully connected layers.

Combine the above Eq. (2) to (9), we can get
different modality emotion vectors from different
input channels with Emoformer:

[Eq, By, Et] = Emoformer(U,, U,,Uy) (10)

where U,, U,, U; represent the original input of
audio,visual and textual features, and F,, F,,, E}
represent the emotion vectors of modalities.

Emotion Capsule For the composition of the emo-
tion capsule, we are based on the following rules:
the text feature vector of the utterance contains
grammatical and semantic features, emotion vector
represents the emotional tendency of the utterance.
Both are the main sources of conversation emo-
tion recognition. Textual features most intuitively

represent the meaning, emotions, characteristics,
etc., of the utterance. However, visual features and
audio features contain a few of emotional factors
and emotional features, which can provide some
emotional clues when the text features do not have
sufficient emotional inclination. Therefore, sen-
tence vector concats with three modalities’ emo-
tion vector to be an emotion capsule, which just like
a "capsule", the emotion vector is "wrapped" by
the sentence vector and "absorbed" by the context
analysis model to determine the speaker’s emotion
finally. Our emotion capsule O can be expressed
as:

O=UdE,®E,dE, (1D

Context Modeling Since the same emotion has
different expressions, and the same expression can
express different emotions in different contexts, it
is very difficult to infer the true emotions from a
single word (Barrett, 2017). According to Grice’s
theory of implicature (1957), the meaning of a sen-
tence can be canceled, so it is necessary to integrate
context to infer the true meaning of a sentence.
Therefore, contextual information is an indispens-
able part of conversation emotion recognition. Con-
text information is divided into two parts: the in-
formation obtained from the previous moment is
named emotional clue traceability, and the infor-
mation obtained from the next moment is named
emotional reasoning.

In this paper, we employ a Bi-directional LSTM
model as the context analysis model to extract con-
textual information. In a conversation, we form a
batch of emotion capsules of all utterances into the
Bi-LSTM model in the order of dialogue, and each
LSTM cell corresponds to an emotion capsule. For
the time i, in the forward propagation sequence, the
contextual information C; at this moment is com-
posed of the hidden state output of the LSTM cells
at all previous moments, that is, the emotional clue
traceability; in the backpropagation sequence, the
contextual information at this moment is composed
of the hidden state output of the LSTM cells at
all following moments, which is emotional reason-
ing. The two fed into an MLP with fully connected
layers and get the values of the utterance u; under
each emotion label:

li = ReLU(W;C; + by)
]Di = Softmax(wsmaacli + bsmaac)

(12)
(13)

where W;, Wgnar are the weight parameter, by,
bsmaz are the bias parameter.
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IEMOCAP
Happy | Sad | Neutral | Angry | Excited | Frustrated | Average

BC-LSTM 43.40 | 69.82 | 55.84 | 61.80 | 59.33 60.20 59.19
CMN 30.38 | 6241 | 5239 | 59.83 | 60.25 60.69 56.13
DialogueRNN | 33.18 | 78.80 | 59.21 | 65.28 | 71.86 58.91 62.75
DialogueGCN | 42.75 | 84.54 | 63.54 | 64.19 | 63.08 66.99 64.18
DialogXL - - - - - - 65.95
DialogueCRN - - - - - - 66.20
DAG-ERC - - - - - - 68.03
MMGCN 4234 | 78.67 | 61.73 | 69.00 | 74.33 62.32 66.22
EmoCaps 71.91 | 85.06 | 64.48 | 68.99 | 78.41 66.76 71.77

Table 2: Experimental results (F1 score) on the IEMOCAP dataset. Average means weighted average. Some of the
models only provide overall average results without results under each emotion category, so some data cells are

lacking.

Finally we choose the max value as the emotion
label y for the i-th utterance:

y; = arg max(P;[m]) (14)

m

4 Experiment Setting

4.1 Dataset

IEMOCAP (Busso et al. 2008): The IEMOCAP
dataset includes video data of impromptu perfor-
mances or scripted scenes of about 10 actors. There
are in total 7433 utterances and 151 dialogues in
IEMOCAP dataset. At the same time, it contains
audio and text transcription to meet the needs of
multimodal data. In this data set, multiple commen-
tators set the emotional labels of the utterances into
six categories: including happy, sad, neutral, angry,
excited and frustrated.

MELD (Poria et al. 2019): The MELD dataset
contains 13708 utterances and 1433 conversations,
which making up from TV series "Friends". It is
also a multi-modal dataset containing video, audio,
and text formats. In this dataset, multiple commen-
tators set the emotional labels of the words into
seven categories: including neutral, surprise, fear,
sadness, joy, disgust, and angry.

4.2 Baseline Models

BC-LSTM (Poria et al. 2017): Bc-LSTM uses Bi-
directional LSTM structure to encode contextual
semantic information, it does not recognize the
speaker relationship.

CMN (Hazarika et al. 2018): It takes a multimodal
approach comprising audio, visual and textual fea-
tures with gated recurrent units to model past utter-
ances of each speaker into memories.

DialogueRNN (Majumder et al. 2019): Dia-
logueRNN uses different GRU units to obtain con-
textual information and speaker relationships. It
is the first conversation emotion analysis model to
distinguish between speakers.

DialogueGCN (Ghosal et al. 2019): DialogueGCN
constructs a conversation into a graph, transforms
the speech emotion classification problem into a
node classification problem of the graph, and uses
the graph convolutional neural network to classify
the results.

DialogXL (Weizhou Shen et al. 2020): DialogXL
use XLNet model for conversation emotion recog-
nition to obtain longer-term contextual information.
DialogueCRN (Hu et al. 2021): DialogueCRN
introduces the cognitive phase to extract and inte-
grate emotional clues from context retrieved by the
perceptive phase for context modeling.
DAG-ERC (Weizhou Shen et al. 2021): DAG-
ERC is a directed acyclic graph neural network for
ERC, which provides a intuitive way to model the
information flow between long-distance conversa-
tion background and nearby context.

MMGCN (Jingwen Hu et al. 2021): MMGCN
uses GCN network to obtain contextual informa-
tion, which can not only make use of multimodal
dependencies effectively, but also leverage speaker
information.

4.3 Implementation

For textual data, we use BERT model to obtain
the sentence vector then get the textual emotion
vector from a mapping network. For audio and
visual data, we use Emoformer obtain the audio
and visual emotion vector.

As for the hyperparameter settings, we follow
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MELD
Neutral | Surprise | Fear | Sadness | Joy | Disgust | Angry | Average
BC-LSTM 73.80 47770 | 540 | 25.10 |51.30 | 5.20 38.40 | 55.90
DialogueRNN | 73.50 4940 | 1.20 | 23.80 | 50.70 1.70 4150 | 57.03
DialogueGCN - - - - - - - 58.23
DialogXL - - - - - - - 62.41
DialogueCRN - - - - - - - 58.39
DAG-ERC - - - - - - - 63.65
MMGCN - - - - - - - 58.65
EmoCaps 77.12 63.19 | 3.03 | 4252 | 5750 | 7.69 57.54 | 64.00

Table 3: Experimental results (F1 score) on the MELD dataset. Average means weighted average. The CMN model
only for two-party conversation, but MELD is a multi-party conversation dataset. Some of the models only provide
overall average results without results under each emotion category, so some data cells are lacking.

. Dataset

Modality | He=riG=Ap T MELD
Text 69.49 63.51
Audio 33.00 31.26
Video 31.64 31.26
T+A 71.39 63.73
T+V 71.30 63.58
T+V+A 71.77 64.00

Table 4: Performance (F1 score) of EmoCaps under dif-
ferent multimodal settings. T represent textual modal-
ity, A represent audio modality, and V represent visual
modality.

Li et al. (2021). For both of MELD dataset and
IEMOCAP dataset, the epochs is set to 80, the
learning rate is set to 0.0001, and the dropout rate is
set to 0.1. The detailed parameter setting is shown
in Table 1.

5 Results and Analysis

Our proposed model is compared with other state-
of-the-art models on the IEMOCAP dataset and
MELD dataset, which are under the same parame-
ter conditions. The experimental results are shown
in Table 2 and Table 3, our model has the best
performance on both datasets.

5.1 Compare with Other Baseline Models

On the one hand, compared with existed methods,
our model encodes sentences through a pre-trained
language model to obtain a better utterance rep-
resentation. On the other hand, our emotion cap-
sule contains the emotional tendency of the utter-
ance itself, combined with contextual information,
can more effectively identify the speaker’s emo-
tion. The experimental results prove the rationality

Dataset
Model IEMOCAP | MELD
DialogueRNN 71.08 65.86
Bi-LSTM 71.77 64.00

Table 5: Performance(F1 score) under the multimodal
setting of different models as context modeling model.

of our assumptions about the emotional factors in
ERC.

5.2 Various Modality

Table 4 shows the performance of our model on the
MELD dataset and the IEMOCAP dataset under
different modality combinations. It is easy to find
that the performance of multi-modal input is better
than single-modal input. At the same time, among
the three modalities of textual, audio, and visual,
the textual modal has better performance than the
other two modalities.

5.3 Error Analysis

As shown in Table 4, the performance of audio and
visual modal is not good enough. For audio fea-
tures, the frequency and amplitude of the sound fea-
tures can only reflect the intensity of the speaker’s
emotions, not the specific emotional tendencies.
Therefore, when certain emotions have similar fre-
quencies and amplitudes, it is difficult to correctly
distinguish the speaker’s emotions only through au-
dio data. For example, for two emotions of excited
and fear, the frequency and amplitude characteris-
tics in the audio mode are both at high values. Thus
it’s hard to distinguish the two emotions. For vi-
sual features, It is easy for us to judge the speaker’s
expression by facial features, but when the speaker
hides his own expression, the video feature is not

1616



Label Neu Sad

B ERAIN

Speaqker CM CM CMCMCMCMC Jo

T T

Utterance 4 Utterance 7

Chris says they're closing Just coffee! Where are we
down the bar. gonna hang out now?

Sad Neu Joy Joy

Sentence Vector

Emotion Vector
—0

Figure 5: Visualization of the heatmap in the "Friends"
Season 3 Dialogue 2. Speaker C refer to Chandler and
Speaker M refer to Monica.

enough to judge the speaker’s emotion. In addition,
for a single video modality, the emotional changes
in the context are unexplainable.

When the textual modality is added, the perfor-
mance is significantly improved. In other words,
textual modality play a major role in conversation
emotion recognition, while audio and visual modal-
ities can help improve the accuracy of recognition,
which is consistent with the previous assumptions.

5.4 Impact of Speaker Embedding

In order to analyze the impact of speaker model-
ing on conversation emotion recognition, we use
a variant of DialogueRNN as a context modeling
model to test its performance on two benchmark
datasets. As shown in Table 5, the performance
of the DialogueRNN-based model on the MELD
dataset is better than the LSTM-based model. The
reason is that most of the MELD dataset belongs
to multi-person dialogue situations, so the speaker
modeling model (DialogueRNN-based) is more ef-
fective in identifying speaker emotions than the
model not using speaker modeling (LSTM-based).
However, in the IEMOCAP dataset, which is based
on two-person dialogue situations, speaker model-
ing becomes insignificant.

Furthermore, compared with the LSTM-based
model, using DialogueRNN-based or other models
that include speaker modeling structures consumes
more computing resources and time.

5.5 Case Study

Figure 5 shows the influence of emotion vector
when emotion reversal in a conversation. At the
beginning of the conversation, both speakers are in
a neutral emotional state, while utterance 4 changes
the situation that speakers’ emotion turn into sur-
prise and sadness. The sentence vector doesn’t
"understand” the reason why emotion change, but
the emotion vector contains a negative emotion ten-

dency which easier to get the correct emotion label.
Utterance 7 shows that when the context is in the
sad emotion, the emotion vector makes the utter-
ance "biased" to "sad", while the sentence vector is
in a neutral emotion. It proves the role of emotion
vector in ERC.

6 Conclusion

In this paper, we propose a new multi-modal feature
extraction structure, Emoformer, which is based on
the transformer structure. Further, we design a
new ERC model, namely EmoCaps. First, we use
Emoformer structures to extract the emotion vec-
tors of textual, audio, and visual modalities, then
fuse the three modalities emotion vectors and sen-
tence vectors to be an emotion capsule; finally, we
employ a context analysis model to get the emo-
tion recognition result. We conduct comparative
experiments on two benchmark datasets. The ex-
perimental results show that our model performs
better than the existing state-of-the-art models. The
experimental results also verified the rationality of
our hypothesis.
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