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Abstract

In this paper, we describe KreolMorisienMT, a
dataset for benchmarking machine translation
quality of Mauritian Creole. Mauritian Cre-
ole (Kreol Morisien) is a French-based creole
and a lingua franca of the Republic of Mauri-
tius. KreolMorisienMT consists of a parallel
corpus between English and Kreol Morisien,
French and Kreol Morisien and a monolingual
corpus for Kreol Morisien. We first give an
overview of Kreol Morisien and then describe
the steps taken to create the corpora. There-
after, we benchmark Kreol Morisien↔English
and Kreol Morisien↔French models leverag-
ing pre-trained models and multilingual trans-
fer learning. Human evaluation reveals our sys-
tems’ high translation quality.

1 Introduction

Creoles1 are natural languages that develop from
the simplifying and mixing of different languages
into a new one within a fairly brief period of time.
Most creoles are highly related to a widely spoken
language, and in this paper, we focus on Mauritian
Creole, which is a French based creole. Mauritian
Creole, or Kreol Morisien, is widely spoken in the
republic of Mauritius by approximately 1.2 million
people. Kreol Morisien is an important language
from the perspective of tourism because Mauri-
tius is a country well known for its tourism indus-
try. Therefore, enabling tourists and locals to eas-
ily communicate with each other should not only
help the tourism industry, but also improve cultural
understanding. Machine translation of Creoles is
quite under researched, mainly due to the lack of
publicly available datasets. Although research has
been conducted on Kreol Morisien translation in
the past (Dabre et al., 2014; Boodeea and Pudaruth,
2020), datasets were not released publicly, making
it difficult to reproduce and continue research.

1https://en.wikipedia.org/wiki/Creole_
language

In this paper, we describe KreolMorisienMT, a
dataset containing standardized evaluation sets for
benchmarking Kreol Morisien↔English and Kreol
Morisien↔French translation. We first give an
overview of Kreol Morisien followed by the de-
scription of the dataset creation process. We then
use the evaluation sets to benchmark strong Neu-
ral machine translation (NMT) (Bahdanau et al.,
2015) baselines trained using the created parallel
corpora. We mainly rely on transfer learning (Zoph
et al., 2016) through multilingual (Dabre et al.,
2020) fine-tuning of pre-trained models based on
mBART. By leveraging transfer learning, we can
obtain a translation quality of about 23-25 BLEU
for Kreol Morisien–English and about 20-23 BLEU
for Kreol Morisien–French. We manually evalu-
ate translations to better understand the impact of
transfer learning. Our results show that there is
significant room for innovation for Kreol Morisien
NMT and Kreol Morisien NLP in general. Our
datasets, models and human evaluation annotations
are publicly available2.

2 Related Work

This paper mainly focuses on the creation of
datasets for under resourced languages, specifically
creoles, as well as leveraging multilingualism and
transfer learning to improve translation quality.

Mauritius is a part of East Africa, and Kreol-
MorisienMT falls under the broad area of research
focusing on African language machine translation.
The Masakhane3 community heavily focuses on
African language NLP (Nekoto et al., 2020), a
heavily under resourced area. With regard to creole
translation, Haitian creole was the first creole lan-
guage to receive substantial attention (Lewis, 2010)
and was featured in a WMT shared task4. Work

2https://github.com/prajdabre/
KreolMorisienNLG

3https://www.masakhane.io/
4https://www.statmt.org/wmt11/

https://en.wikipedia.org/wiki/Creole_language
https://en.wikipedia.org/wiki/Creole_language
https://github.com/prajdabre/KreolMorisienNLG
https://github.com/prajdabre/KreolMorisienNLG
https://www.masakhane.io/
https://www.statmt.org/wmt11/featured-translation-task.html
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French Kreol Morisien English
avion avion airplane
bon bon good
gaz gaz gas

anormalité anomali abnormality
colère koler anger

méditation meditasion meditation

Table 1: Similarities (top half) and differences (bottom
half) between English, French and Kreol Morisien.

on Kreol Morisien itself was focused on a bit later
by Sukhoo et al. (2014), Dabre et al. (2014), and
Boodeea and Pudaruth (2020) but unlike us, they
did not release their datasets. Motivated by work
on Cree (Teodorescu et al., 2022), we decided to
focus on the creation of publicly available standard-
ized datasets for Kreol Morisien to/from English
and French translation. On a related note, Lent
et al. (2021) work on language models for Nigerian
Pidgin and Haitian creole.

Kreol Morisien is a low-resource language
where multilingualism (Dabre et al., 2020; Firat
et al., 2016) and transfer learning approaches in-
volving fine-tuning (Zoph et al., 2016) are most
relevant. Self-supervised pre-trained models such
as mBART (Liu et al., 2020) can be used, but they
are not explicitly trained on Kreol Morisien. How-
ever, Dabre et al. (2022) showed that mBART like
pre-trained models can be useful for unseen related
languages, and we explore this possibility in this pa-
per. Once strong baselines are trained, approaches
such as back-translation (Sennrich et al., 2016) may
be used to further improve translation quality, but
we do not explore this given our limited size of
monolingual corpus for Kreol Morisien.

3 Kreol Morisien

Kreol Morisien is spoken in Mauritius and Ro-
drigues islands, and a variant is also spoken in
Seychelles. Mauritius was colonized successively
by the Dutch, French and British. Although the
British took over the island from the French in the
early 1800, French remained as a dominant lan-
guage and as such Kreol Morisien shares many
features with French.

featured-translation-task.html

3.1 Kreol Morisien, English and French
Similarities

Table 1 contains examples of words from French,
Kreol Morisien and English. The same alphabet is
used for all 3 languages, and in several cases words
are either written or pronounced similarly. There
are several words that are either identical, nearly
identical or cognate pairs (Kanojia et al., 2020)
between the 3 languages such gaz (gas) avion (air-
plane), bon (good), etc. On the other hand, despite
similar pronunciations, in written French there is
a heavy usage of accents which is absent in Kreol
Morisien. An example is anormalité in French,
which stands for anomali in Kreol Morisien mean-
ing abnormality.

3.2 Kreol Morisien Grammar

The grammar of Kreol Morisien has been pub-
lished in 2011 by Daniella Police-Michel in the
book Gramer Kreol Morisien (Police-Michel et al.,
2012). Kreol Morisien sentence structure follows
the subject-verb-object order, the same as English
and French. However, some similarities and dif-
ferences with English and French can be noted as
follows:
Adjective placement: Like French but unlike En-
glish, adjectives are sometimes placed after the ob-
ject rather than before. The brown bird is translated
as: Zwazo maron-la. Here, maron stands for brown
and is moved after the object (Zwazo). The article
la which stands for the is moved at the end of the
sentence. On the other hand, the French translation
would be L’oiseau maron which shows that Kreol
Morisien is more grammatically similar to French
in terms of adjective placement but differs in terms
of article placement.
Singular-plural forms: Singular and plural forms
are different between English and Kreol Morisien.
There are many birds is translated as Ena boukou
zwazo where the plural form zwazo does not take
the suffix s as in English. Instead, the word boukou
indicates many and therefore, it can be deduced
that there are many birds. In French, the trans-
lated sentence is Il y a beaucoup d’oiseaux which
has the same grammatical construction as in Kreol
Morisien.
Verb dropping: Verbs are sometimes dropped in
Kreol Morisien. He is bad is translated as Li move
where He is translated to Li and bad to move. The
verb is is dropped. Furthermore, in French, the
translated sentence becomes Il est méchant, where

https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html
https://www.statmt.org/wmt11/featured-translation-task.html


24

the verb is retained, indicating a difference from
Kreol Morisien.

4 KreolMorisienMT

KreolMorisienMT is a mixed-domain dataset
which was either created by manual translation
of parts of Kreol Morisien and English books or
by manual alignment of content in books that were
already translated.

4.1 Data Sources
Our major sources are the holy Bible and story
books. We used the online Bible from here5. Kreol
Morisien sentences were manually aligned to their
English and French counterparts to ensure high
quality. Similarly, we had at our disposal 5 story
books which were available in Kreol Morisien and
English. However since we did not have PDF equiv-
alents for most of the books, we ended up transcrib-
ing them. One such book which is available online
is The Flame Tree6 but manual alignment was done
to ensure quality. We also created dictionaries, ba-
sic sentences and useful expressions manually from
scratch for all 3 languages which account for most
of the data. We expect dictionaries7 to aid language
learners. We included approximately 1500 basic
expressions covering the following cases:, greet-
ings, getting medical help, obtaining food from
restaurants or supermarkets, simple conversations
(weather, talking about oneself or others), money,
accommodation.

The basic expressions should be useful for lan-
guage learning as well as for use in a tourism
setting. Due to the lack of human capital, not
all content is translated into 3 languages, and
there is more Kreol Morisien–English data than
Kreol Morisien–French data. There is also a
small amount of Kreol Morisien monolingual cor-
pus, which we extracted mainly from untranslated
books and online8 articles. In the end, we ob-
tained 23,310 and 16,739 pairs for English–Kreol
Morisien and French–Kreol Morisien, respectively,
as well as 45,364 Kreol Morisien monolingual sen-
tences. The monolingual sentences are not in the

5https://www2.bible.com/en-GB/bible/
344/MAT.1.NTKM2009

6https://shawkutis.weebly.com/uploads/
1/9/7/4/19747661/flame_tree_lane_final.
pdf

7Google translate is often used as a dictionary and we
expect our dictionaries to enable out MT systems to act as
dictionaries too.

8https://www.lalitmauritius.org/

English–Kreol Morisien
split L AL-s AL-t U-s U-t
train 21,810 6.5 5.8 28,004 28,232
dev 500 16.9 16.2 2,330 2,164
test 1,000 17.0 16.0 3,700 3,323

French–Kreol Morisien
split L AL-s AL-t U-s U-t
train 15,239 2.6 2.0 16,171 16,754
dev 500 18.0 16.2 2,817 2,164
test 1,000 18.0 16.0 4,566 3,323

Kreol Morisien Monolingual
split L AL -

- 45,364 15.8 - 52,425 -

Table 2: Corpora statistics for KreolMorisienMT. L,
AL, U and -s/-t indicate #lines, average sentence length,
#unique words and source/target language, respectively.

Kreol Morisien side of the parallel corpus.

4.2 Dataset Statistics and Evaluation Splits

Of the 23,310 pairs for English–Kreol Morisien,
12,467 were dictionary entries. Similarly, for
French–Kreol Morisien, of 16,739 pairs 12,424
were dictionary entries. Since the main goal is
to develop translation systems that can translate
full sentences, we decided to choose the longest
sentences for the development and test sets. Fur-
thermore, we decided to have trilingual evaluation
sets following Guzmán et al. (2019) and Goyal
et al. (2021). To this end, we first extracted a trilin-
gual corpus of 13,861 sentences, sorted the corpora
according to the number of words on the Kreol
Morisien side and chose the top 1,500 ones repre-
senting the longest sentences. We then randomly
chose 500 for the development set and 1,000 for the
test set, both of which are trilingual. We remove
the pairs from the English–Kreol Morisien, French–
Kreol Morisien and Kreol Morisien corpora that
overlap with the development and test set, result-
ing in 21,810, 15,239 sentence pairs and 45,364
sentences, respectively.

Table 2 contains an overview of the corpora. It
is evident that there is a big mismatch between
the length distributions of training and evaluation
sets, but we prioritize the evaluation of medium to
longer length sentences, so we have little choice.

5 Experiments

We describe the experimental settings including
datasets used, training details, and models.

https://www2.bible.com/en-GB/bible/344/MAT.1.NTKM2009
https://www2.bible.com/en-GB/bible/344/MAT.1.NTKM2009
https://shawkutis.weebly.com/uploads/1/9/7/4/19747661/flame_tree_lane_final.pdf
https://shawkutis.weebly.com/uploads/1/9/7/4/19747661/flame_tree_lane_final.pdf
https://shawkutis.weebly.com/uploads/1/9/7/4/19747661/flame_tree_lane_final.pdf
https://www.lalitmauritius.org/


25

5.1 Datasets

In addition to the parallel corpora from Kreol-
MorisienMT, we use 5M randomly sampled sen-
tence pairs from the UN corpus for French–English
(Ziemski et al., 2016) which we use for pre-
training a French↔English bidirectional NMT
model which we contrast with the mBART-50 pre-
trained denoising/MT models (Tang et al., 2021).

5.2 Training details

We train transformer (Vaswani et al., 2017) mod-
els using the YANMTT toolkit (Dabre and Sumita,
2021) which is based on the HuggingFace trans-
formers library (Wolf et al., 2020). We use the
training sets of KreolMorisienMT to create a joint
English, French, Kreol Morisien 16,000 sub-words
tokenizer using sentencepiece (Kudo and Richard-
son, 2018) for all our experiments except for fine-
tuning mBART-50 based models. We do not extend
the mBART-50 vocabulary. We tune hyperparame-
ters as applicable (See Appendix A). Multilingual
models are trained using the language indicator to-
ken proposed by Johnson et al. (2017). All models
are trained to convergence on the relevant develop-
ment sets, where convergence is said to take place if
the development set BLEU score does not increase
for 20 consecutive evaluations. BLEU scores are
calculated using sacreBLEU with default param-
eters (Post, 2018). For decoding, we choose the
model checkpoint with the highest validation set
BLEU score and use a default beam size of 4 and
length penalty of 0.8.

5.3 Models trained

We train and evaluate models for Kreol Morisien
to English, English to Kreol Morisien, French to
Kreol Morisien and Kreol Morisien to French. For
each direction, we train:
Scratch: Unidirectional models.
Fine-tuned: Unidirectional and multilingual mul-
tiway models. We use 3 types of pre-trained mod-
els: our own English↔French models, denoising
mBART-50 and its many-to-many fine-tuned ver-
sion for MT from Tang et al. (2021).

6 Results

Table 6 compares unidirectional and multiway mod-
els trained from scratch and via fine-tuning.
Baselines: Owing to the tiny training set, most
of which is a dictionary, unidirectional baseline

Type PT Direction
cr-en en-cr cr-fr fr-cr

Uni - 9.1 9.9 4.6 5.6
Multi - 11.1 11.5 7.9 9.3
Uni Fr↔En 22.9 22.6 17.9 19.2

Multi Fr↔En 22.7 22.5 19.9 22.4
Uni MB-D 21.5 20.1 15.4 16.4

Multi MB-D 22.3 20.8 18.3 21.0
Uni MB-T 24.3 22.0 19.0 19.8

Multi MB-T 24.9 22.8 20.4 22.8

Table 3: Unidirectional (Uni) and Multiway (Multi)
model sacreBLEU scores with and without pre-training
(PT) for translation involving Kreol Morisien (cr), En-
glish (en) and French (fr). Pre-trained models are: our
own (Fr↔En), mBART-50 denoising (MB-D), and the
many-to-many fine-tuned version of mBART-50 (MB-
T) from Tang et al. (2021).

models without any pre-training show poor perfor-
mance of <10 BLEU. This is especially the case for
translation involving French and Kreol Morisien.
However, multiway models improve by up to 3.5
BLEU indicating the value of multilingualism.
Fine-tuning: Both unidirectional and multilingual
fine-tuning of the French↔English model trained
on the UN corpus as well as the mBART-50 models
leads to large improvements of >10 BLEU com-
pared to their baseline counterparts. Especially, the
performance of fine-tuning the mBART-50 models
is impressive. mBART-50’s vocabulary does not
explicitly cover Kreol Morisien, but models fine-
tuned on them still are comparable to or even out-
perform the French↔English model, which does.
This shows the impressive power of massively mul-
tilingual models.
Denoising vs Translation Pre-training: Com-
paring the results of fine-tuning on the mBART-
50 denoising model (MB-D) and its many-to-
many translation version (MB-T) as well as the
French↔English model (Fr↔En), we can see that
in the absence of Kreol Morisien monolingual cor-
pora for denoising pre-training, it is better to con-
sider translation models for fine-tuning. However,
denoising models perform reasonably well.

6.1 Human Evaluation

We randomly sample 50 examples from the test
set for each translation direction and ask a native
speaker of Kreol Morisien, French and English to
rate the adequacy and fluency (Snover et al., 2009)
of translations on a scale of 1 to 5. Additionally,
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Input Ena mem ki tom lor bann serviter, maltret zot e touy zot.
Reference Others grabbed the servants, then beat them up and killed them.
Baseline Some have been agreed on those servants, and they are murdered.
Fine-Tuned Some people even fall on servants, maltreat them and kill them.
Input “E natirelman mo prezant mo bon kamarad, Mourgat”, Madam Ourit finn kontinie.
Reference Mrs Octopus continued, “And naturally, I present my good friend Mr Squid”.
Baseline “Hey, I’ve got a good friends, Mr Octopus.”
Fine-Tuned “Hey obviously I present my good friend, Squid”, Mrs Octopus went on.

Table 4: Examples for Kreol Morisien to English translation.

Direction Adequacy Fluency #Perfect
cr-en 3.44 4.44 26
en-cr 3.73 4.35 40
cr-fr 2.64 3.70 12
fr-cr 3.30 4.24 26

Table 5: Adequacy, fluency and number of perfect trans-
lations out of 50 examples rated by a native speaker.

we ask the speaker to mark perfect translations.
Due to lack of human power, we only evaluate
the best system from Table 3. Annotations are in
our public repository. Table 5 contains the results.
Comparing Tables 3 and 5, the human evaluation
scores appear to be correlated with BLEU. Kreol
Morisien to French translation was rated to be of
poorer quality compared to other directions. This
can be attributed to the smaller training data size,
the higher linguistic complexity of French than
Kreol Morisien. Additionally, more than half of
the translations were rated perfect with room for
improvement. This shows that BLEU might under-
estimate the quality of translations.

6.2 Translation Examples

Table 4 contains examples generated by our MT
systems for Kreol Morisien to English translation.

In the first example, taken from the holy Bible,
the baseline system mistakes the act of grabbing
the servants for agreeing with the servants and
misses the part where the servants are beaten up.
On the other hand, the fine-tuned model manages to
capture both phenomenon properly. Both systems
make the mistake of translating others as some, but
this is understandable because a translation of the
word ena in Kreol Morisien in English is some.
The fine-tuned system also uses the word maltreat
instead of beat and while this does reduce the ad-
equacy of the translation, the general meaning is
conveyed properly.

In the second example, taken from a story book,
and the baseline system completely mistranslates
the Kreol Morisien sentence. However, the fine-
tuned model, except for the placement of the phrase
Mrs Octopus went on to the end of the sentence
and the imprecise translation of natirelman to obvi-
ously, translates almost perfectly. In the reference,
Mrs Octopus continued is at the beginning of the
sentence, and in the translation, Mrs Octopus went
on is at the end of the sentence. The equivalent of
Mrs Octopus went on in Kreol Morisien, Madam
Ourit finn kontinie, is also at the end of the sentence
and this explains the positioning in the translation.
Multiple references and metrics may help in better
evaluation by not penalizing such translations.

7 Conclusion

We have presented KreolMorisienMT, a dataset
for machine translation between Mauritian Creole
(Kreol Morisien) to/from English and French. Our
datasets contain dictionary and sentence pairs be-
longing to a mix of domains and their sizes range
from roughly 17,000 to 23,000 pairs. We also
provide a monolingual corpus for Kreol Morisien
containing about 45,000 sentences. We conduct
translation experiments using KreolMorisienMT
in conjunction with large English–French corpora
and mBART-50 pre-trained models, leading to im-
provements of up to 15 BLEU, despite most of
the training data being dictionary pairs. Adequacy
and Fluency based human evaluation indicates high
translation quality, despite BLEU scores being in
the range of 20 to 25, indicating the need for better
metrics. In the future, we plan to expand Kreol-
MorisienMT with additional data as well as on ad-
ditional generation tasks for Kreol Morisien. The
Kreol Morisien monolingual corpus will be used in
the future to extend pre-trained denoising models
via light-weight adapter pre-training (Üstün et al.,
2021).
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A Training and Hyperparameter Tuning
Details

Models trained from scratch use the transformer-
base architecture (Vaswani et al., 2017) whereas the
French↔English model uses the transformer-big
architecture. For models trained from scratch and
those fine-tuned on our French↔English models,
we varied the dropout, label smoothing and ADAM
optimizer learning rates. Dropout values we consid-
ered were 0.1, 0.2 and 0.3. Label smoothing values
considered were 0.1, 0.2 and 0.3. Learning rate val-
ues we considered were 10−3, 3*10−3, 10−4 and
3*10−4. We found that the optimal dropout, label
smoothing and learning rate values were 0.2, 0.2
and 10−4, respectively. For fine-tuning mBART-
50 and the many-to-many fine-tuned version of
mBART-50 from Tan et al. (2019), we found that
learning rate of 3*10−5, label smoothing of 0.1 and
dropouts of 0.3 worked best. For pre-training our
French↔English model, we use a learning rate of
10−3, dropout of 0.1 and label smoothing of 0.1.


