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Abstract

Large pre-trained deep networks are the stan-
dard building blocks of modern AI applica-
tions. This raises fundamental questions about
how to control their behaviour and how to
make them efficiently interact with each other.
Deep net emergent communication tackles
these challenges by studying how to induce
communication protocols between neural net-
work agents, and how to include humans in
the communication loop. Traditionally, this re-
search had focussed on relatively small-scale
experiments where two networks had to de-
velop a discrete code from scratch for refer-
ential communication. However, with the rise
of large pre-trained language models that can
work well on many tasks, the emphasis is now
shifting on how to let these models interact
through a language-like channel to engage in
more complex behaviors. By reviewing sev-
eral representative papers, we will provide an
introduction to deep net emergent communi-
cation, we will cover various central topics
from the present and recent past, as well as
discussing current shortcomings and suggest
future directions. The presentation is comple-
mented by a hands-on section where partici-
pants will implement and analyze two emer-
gent communications setups from the litera-
ture. The tutorial should be of interest to re-
searchers wanting to develop more flexible AI
systems, but also to cognitive scientists and lin-
guists interested in the evolution of communi-
cation systems.

Brief description and motivation

Just like interaction and communication are pivotal
to humans engaging in complex problem solving
and coordination, communication among artificial
agents allow for effective coordination (both when
they cooperate and when they compete). While
multi-agent communication protocols can be pre-
specified and coded, emergent communication has
emerged as a successful paradigm – agents are left

free to create protocols whose semantics are not
pre-determined by any form of supervision, but are
rather shaped by the need to achieve their goals.

This utilitarian view of communication is famil-
iar to linguistics (Wittgenstein, 1953). As such,
initial work on multi-agent emergent communica-
tion studied the conditions under which artificial
agents in constrained setups would evolve shared
protocols and the latter’s similarity to human lan-
guage (Kirby and Hurford, 1997; Wagner et al.,
2003; Steels, 1997). Recently, and after a break of
some years, the topic of emergent communication
has re-emerged, partially due to the successful and
widespread use of deep learning in many fields. In
addition to using these simulations to understand
the underpinnings of natural language, much work
in the field today focuses on how deep network
agents could evolve robust protocols, on whether
these protocols are interpretable and how it is pos-
sible to make them more natural-language-like, in
order to enable human-machine communication.
Given this recent turn, we started seeing papers on
this topic appearing at the major NLP conferences
and occasionally being recognized with best-paper
awards (Kottur et al., 2017). We believe this is the
right time to bring together researchers that wish to
know more about the field by offering a structured
tutorial on the theme.

Given the interdisciplinarity of the topic, a com-
putational linguistics conference would allow us
to reach researchers interested in it from diverse
perspectives: AI and NLP researchers who want
to develop flexible and robust agents able to co-
ordinate in natural language, but also cognitive
scientists/linguists wishing to use simulations to
test theories about language evolution.

We will start with an introduction to the emerg-
ing field of emergent communication. We will
discuss foundational work and we will introduce
common experimental setups (i.e., data, training
algorithms, analysis and protocol interpretability
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methods). We will also critically examine the stan-
dard practices in the field. Having established the
basics, we will then move to discussing promising
current directions (i.e., beyond simplistic simula-
tions, linking emergent language to natural lan-
guage and emerging protocols in situated environ-
ments). We will conclude with a hands-on session
to deepen attendees’ understanding of core con-
cepts by grounding them in actual experiments, but
also providing an entry point for researchers who
wish to learn how to design such simulations.

Tutorial Structure

The tutorial is divided into 3 slots of around half
hour, 1 and a half hour, and 1 hour, respectively. We
will have 15 minutes break between each section.

Introduction Early work investigated the neces-
sary conditions for emergence of a shared commu-
nication code among artificial agents. Experiments
often employed hand-crafted models and/or very
simplified environments, and the simulations fo-
cused on studying linguistic properties of the emer-
gent protocols (Batali, 1998; Cangelosi and Parisi,
2002; Christiansen and Kirby, 2003).

Recent progress in deep (reinforcement) learn-
ing and its successful application in several fields
has revamped interest in language emergence. Un-
like earlier work, the use of powerful general-
purpose neural network models enables experi-
ments with agents that can interact and commu-
nicate in complex and dynamic environments. This
has led to the introduction of new setups probing
language-based coordination between deep agents
(Sukhbaatar et al., 2016; Foerster et al., 2016; Mor-
datch and Abbeel, 2018). Examples of collabora-
tive tasks in “deep emergent communication” in-
clude developing a shared code to solve riddles,
crossing intersections or goal-oriented navigation.

Another line of research in deep emergent com-
munication focuses on one of the most basic func-
tions of human communication, namely that of
referring to a specific object in the surrounding
environment. The ability to denote specific items
is the building block for more complex forms of
collaboration, such as object use and manipulation.
Work in this area tends to use a discrimination task
called referential game (Lewis, 1969). In the game,
a sender Agent generates a message that describes
a target object. The message is transmitted to a Re-
ceiver agent that is tasked with recognizing the ob-
ject of interest from a set of candidates. Initial work

in this domain showed that agents evolve an effec-
tive communication policy to denote the content of
realistic images (Lazaridou et al., 2017; Havrylov
and Titov, 2017). However, later experimental find-
ings suggested that the agents’ “language” does not
point to semantically meaningful concepts, relying
instead on low-level visual features. Subsequent
work showed that, unless explicitly constrained,
emergent protocols do not develop core properties
similar to natural languages, such as composition-
ality and efficient coding (Chaabouni et al., 2019;
Rita et al., 2020). This highlights the importance of
bridging the gap between emergent and natural lan-
guages, a topic that we will return to in the second
part of the tutorial.

Communication between agents in typical se-
tups happens through the exchange of either con-
tinuous or discrete messages. In this tutorial, we
will focus on experiments with a discrete channel,
a prerequisite for language-like human-machine
communication. Channel discretization poses an
important optimization challenge, given that it is
not possible to back-propagate gradients through
discrete nodes. We will cover the main approach
to overcome this problem that is based on a widely
policy gradients method, namely a varient of the
REINFORCE algorithm (Williams, 1992).

Given the lack of supervision on the emergent
protocol, it is not sufficient to evaluate agents’ ac-
curacy on the target task. Such performance-based
analysis must be complemented by an analysis of
the evolved protocol. This is a far-from-trivial task,
somewhat akin to linguistic fieldwork. We will
thus end the first part of the tutorial reviewing stan-
dard quantitative and qualitative protocol analysis
methods currently used in the literature. (Brighton
and Kirby, 2006; Lazaridou et al., 2018; Chaabouni
et al., 2020; Lowe et al., 2019)

Current themes in emergent communication
In the second part, we will introduce in more detail
three currently “hot” topics in emergent commu-
nication research, presenting main findings along
with possible research directions.

The first theme is whether deep nets can com-
municate about their visual input on a large scale.
Lazaridou et al. (2017) showed that two interact-
ing agents can develop a shared lexicon to de-
scribe natural images from standard computer vi-
sion datasets. The setup of Lazaridou and col-
leagues used single-symbols messages and sam-
pled images from a limited set of image categories.
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Later work by Havrylov and Titov (2017) and Dessi
et al. (2021) scaled the visual referential game to
variable-length messages and a richer pool of object
categories, respectively. Another line of research
tries to study the biases that emergent protocols
have and whether they are similar to natural lan-
guage features (Chaabouni et al., 2019, 2020). An
example is the work of Rita et al. (2020), it stud-
ies which optimization constraints can lead to the
emergence of languages that exhibit a human-like
word-length distribution. We are still far, however,
from robust and flexible visually-aware interactive
agents. For instance, most simulations employ a
single pair of agents in single-turn interactions, and
there is currently no evidence that the emergent pro-
tocol will support successful communication with
new partners. Additionally, contextual information
is not modeled by the agents’ protocol, whereas
there is ample evidence that human language relies
on contextual knowledge to discriminate objects
(Glaser and Glaser, 1989; Munneke et al., 2013).

A second important theme is the ability to collab-
orate in more realistic, dynamic scenarios. Starting
from the fully cooperative symbolic agents of Foer-
ster et al. (2016), follow-up work looked at how to
integrate different aspects of realistic coordination
as they unfold between human agents. For instance,
Evtimova et al. (2018) studied multi-turn interac-
tions in a multimodal discrimination task. Das et al.
(2019) experimented with embodied agents coop-
erating to solve a target-reaching navigation task
in naturalistic 3D environments. Finally, all these
experimental configurations are tied to a single task.
On the other hand, natural language allows coor-
dination to be carried out for an unlimited number
of goals. However, scaling the an emergent com-
munication setup does not come free of challenges
(Chaabouni et al., 2022; Carroll et al., 2019). Fu-
ture research directions should also investigate the
ability of the emergent lexicon to adapt to new
tasks, without forgetting those previously learnt.

The third research line studies how emergent
protocols can be constrained to resemble natural
language and how such languages can be used to
interact with large pre-trained networks. Several
approaches attempted to interleave game-playing
with supervised tasks such as image labelling
(Lazaridou et al., 2017; Gupta et al., 2019) and
multimodal grounding (Lee et al., 2019), or tried
to optimize the agents’ communication based on
statistics inferred from natural language corpora

(Havrylov and Titov, 2017). However, later evi-
dence found that this type of interlaced learning
does not protect against forms of pragmatic drift
where emergent and natural language interpreta-
tion diverges (Lazaridou et al., 2020). Yao et al.
(2022) used emergent protocols as a pre-training
corpus for image captioning and language mod-
elling, showing performance benefits on down-
stream tasks. This shows how these protocols could
be applied to improve standard NLP tasks, hinting
at some structural similarities between emergent
and natural languages. Language prompting have
recently shown to be effective to extract informa-
tion from large pre-trained models that are able to
excel at many tasks. Such prompts, often manually
designed, can be used to combine several power-
ful and diverse multimodal models (Zeng et al.,
2022). Deng et al. (2022) shows how automatic
prompt discovery, a method similar to language
emergence in deep agents, can improve over sev-
eral other prompting methods.

Future work should bridge the gap between the
language evolved in interactive simulations, usually
consisting of short denotational messages, and the
syntactic and semantic knowledge acquired by deep
networks pre-trained on static large-scale datasets.
Additionally how these emergent languages can be
used to interact with large and powerful pre-trained
models remains an important open challenge.

Hands-on session The final part of the tutorial
consists in an interactive hands-on session using
EGG (Kharitonov et al., 2021), a Python toolkit
designed to offer an easy entry point into emer-
gent communication simulations. By providing
implementations of common neural network archi-
tectures and simulation setups, it allows developers
to quickly code and run a language emergence ex-
periment on both CPU and GPU devices.

In this interactive coding session, we will guide
the audience through two experimental setups. In a
first configuration, we experiment with a realistic
scenario involving natural data. We will provide
pre-trained agents that, through a large-scale visual
discrimination task, successfully converged on a
shared communication policy. We will then probe
the agents’ communication skills by analysing the
messages triggered by unseen input images. This
exercise will give the audience a flavor for common
challenges involved in interpreting agents’ proto-
col.

In the second half of the session, we will show
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how emergent protocols could be used to interact
with (large) language models. We will show how
automatic discovery of prompts can be used to ex-
tract information from pre-trained task-agnostic
networks for downstream NLP tasks. This will
show the connection between emergent communi-
cation and modern NLP.

Further information

Presenters Marco Baroni is ICREA research
professor at Universitat Pompeu Fabra. Angeliki
Lazaridou is staff research scientist at DeepMind.
Marco and Angeliki co-authored one of the earliest
and most influential papers on emergent commu-
nication among deep net agents (Lazaridou et al.,
2017) as well as a recent survey of the area (Lazari-
dou and Baroni, 2020). Marco has extensive teach-
ing experience, including interdisciplinary classes
aimed at computer scientists, linguists and cogni-
tive scientists, and lectures and tutorials in inter-
national venues such as ESSLLI, ACL and the CI-
FAR Deep Learning Summer School (where he pre-
sented an introduction to deep net emergent com-
munication). He was recently awarded an ERC Ad-
vanced Grant to work on emergent communication.
Angeliki’s work in the area was recognized with
a 2019 ICML best-paper mention (Jaques et al.,
2019). She co-initiated the Emergent Communi-
cation Neurips Workshop series (which ran suc-
cessfully for 6 years). Roberto Dessì is a 3rd-year
PhD student at Facebook AI Research and Univer-
sitat Pompeu Fabra. His work focuses on scaling
up emergent communication research, including
a paper on the topic to appear at NeurIPS 2021.
Roberto was a co-organizer of the last two Emer-
gent Communication workshops and is currently
the maintainer of the EGG toolkit for emergent
communication simulations.

Tutorial type and breadth We propose a tuto-
rial on an emerging area that has not been previ-
ously covered in ACL/EMNLP/NAACL/COLING
tutorials. While we are active researchers in the
field and we will review some of our own work, the
tutorial attempts to survey the area as a whole, as
shown by the fact that the majority of references in
this proposal are to papers we did not author.

Audience: target, background and size We tar-
get two audience types: AI/NLP researchers who
might look at emergent communication protocols
as a tool to build more flexible multi-agent AI sys-

tems; and linguists/cognitive scientists interested in
how emergent communication simulations might
provide insights into the origins and nature of hu-
man and animal communication. The only strict
prerequisite consists in basic programming skills
in Python, in order to follow the hands-on part of
the tutorial. We do not expect the audience to have
a technical background in linguistics. While we
will rely on standard notions from machine learn-
ing, such as cost functions and backpropagation,
attendees can get a good high-level view of the area
even without this background. This is the first time
the tutorial has been offered, but several regular
talks by Lazaridou and Baroni introducing the area
have registered high attendance. On the one hand,
the tutorial has broad interdisciplinary appeal and
introduces a novel area to NLP.

Recommended reading While not strictly nec-
essary, participants would benefit from a look at
the survey of Lazaridou and Baroni (2020).

Diversity We are a diverse team of instructors,
gender-wise and seniority-wise (one senior profes-
sor, one senior researcher, one advanced-stage PhD
student). We are affiliated with one university and
two different industry labs. We expect that the tu-
torial topic will attract a diverse audience, as it is
of interest to both AI/NLP practitioners and lin-
guists/cognitive scientists. While the focus is not
on natural language per se, we observe that emer-
gent communication research looks at typological
research on language variety for inspiration, and it
is not reliant on language-specific resources.

Ethics Autonomous agent communication raises
ethical issues specifically in terms of transparency
(see, e.g., https://ec.europa.eu/dig
ital-single-market/en/high-level
-expert-group-artificial-intelli
gence). Problems related to the development of
opaque protocols (including bias control) and how
to spur the emergence of interpretable inter-agent
communication will be discussed in the tutorial.

Materials and technical requirements We will
use slides and provide scripts for the hands-on part
section, where we will use Google Colab and the
EGG library (Kharitonov et al., 2021). Attendees
should bring a laptop and all materials will be made
publicly available.
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