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Abstract

Multi-document reading comprehension task
requires collecting evidences from different
documents for answering questions. Previous
research works either use the extractive mod-
eling method to naively integrate the scores
from different documents on the encoder side
or use the generative modeling method to col-
lect the clues from different documents on the
decoder side individually. However, any sin-
gle modeling method cannot make full of the
advantages of both. In this work, we pro-
pose a novel method that tries to employ a
multi-view fusion and multi-decoding mecha-
nism to achieve it. For one thing, our approach
leverages question-centered fusion mechanism
and cross-attention mechanism to gather fine-
grained fusion of evidence clues from differ-
ent documents in the encoder and decoder
concurrently. For another, our method si-
multaneously employs both the extractive de-
coding approach and the generative decod-
ing method to effectively guide the training
process. Compared with existing methods,
our method can perform both extractive de-
coding and generative decoding independently
and optionally. Our experiments on two
mainstream multi-document reading compre-
hension datasets (Natural Questions and Triv-
iaQA) demonstrate that our method can pro-
vide consistent improvements over previous
state-of-the-art methods.

1 Introduction

Open domain question answering (QA) aims to
produce an answer for a given question using a
large text corpus source such as Wikipedia. One of
the typical approaches to open domain QA follows
the retriever-reader framework (Chen et al., 2017;
Karpukhin et al., 2020; Izacard and Grave, 2021b),
where a retriever first identifies the most relevant
documents, then a reader understands the retrieved
documents and produces an answer. In this work,
we focus on improving the effectiveness of the

reader, whose goal is to efficiently aggregate and
combine evidence from multiple documents for
better answering questions, which is also known as
multi-document reading comprehension (Hu et al.,
2019).

Depending on the difference of decoding ap-
proaches, recent works on multi-document read-
ing comprehension could be mainly divided into
two categories: extractive approaches (Lee et al.,
2019; Karpukhin et al., 2020; Guu et al., 2020)
and generative approaches (Lewis et al., 2020b;
Izacard and Grave, 2021b; Yu et al., 2022). To pro-
duce an answer, extractive approaches make pre-
dictions by extracting a contiguous span from the
given evidence documents as answer. Since it is not
straightforward for extractive models to aggregate
and combine evidence from multiple documents
(or paragraphs), various techniques have been put
forward to address this limitation (Clark and Gard-
ner, 2018; Wang et al., 2018; Min et al., 2019a).
Besides, another drawback of extractive models is
that they can’t produce an answer string if it does
not contained in the given evidence documents.
Izacard and Grave (2021b) seek to address these
issues in a generative way. In their method, they
use a pre-trained generative model (Raffel et al.,
2020) to perform evidence fusion in the decoder
and sequentially generate an answer string, which
is later wildly adopt in (Izacard and Grave, 2021a;
Sachan et al., 2021; Cheng et al., 2021; Yu et al.,
2022).

Recently, on multi-domain dialogue state track-
ing, Wu et al. (2019) achieve impressive perfor-
mance by utilizing a generative model to generate
slot values while using a classifier to discriminate
whether the corresponding (domain, slot) pair is
actually triggered. On open domain QA, Fajcik
et al. (2021) show that ensembling the complemen-
tary results of generate and extractive approaches
yields significant performance improvement. These
hint that discriminative and generative objectives
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could cooperate with each other and work well.
Intuitively, to answer a question based on given ev-
idence documents, people could effortless extract
all the correct answer spans from the given docu-
ments and generate a valid answer if the evidence
documents do not contain one. These inspire us to
explore the joint advantage of using both the ex-
tractive modeling method and generative modeling
method in multi-document reading comprehension.

In this paper, to have the best of both the extrac-
tive modeling method and the generative modeling
method, we present M3: a Multi-view fusion and
Multi-decoding network for Multi-document read-
ing comprehension. Unlike previous approaches,
M3 not only performs evidence information fu-
sion in the encoder and decoder simultaneously
(multi-view fusion), but also is able to extract an
answer or generate an answer at the same time
(multi-decoding). More precisely, we take advan-
tage of a question-centered fusion mechanism to
gather question-related clues from different docu-
ments on the encoder side and meanwhile make
use of a cross-attention mechanism (Vaswani et al.,
2017) to aggregate and combine evidence from
multiple passages in the decoder. To aggregate use-
ful training signals from both the encoder side and
the decoder side, we equip M3 with an extractive
reader in the encoder and a generative reader on
the decoder side concurrently.

We evaluate our proposed approach by experi-
menting on two commonly used open domain QA
datasets: Natural Questions (Kwiatkowski et al.,
2019) and TriviaQA (Joshi et al., 2017). Experi-
mental results show that M3 exhibits a consistent
better generative performance for various genera-
tive models of comparable size on all datasets, out-
performing recent generative approaches by about
2 exact match points. We also find that the extrac-
tion performance of M3 are superior to those of
many typical extractive models that have similar or
more model parameters. Last but not least, based
on careful ablation studies, we demonstrate that
the proposed multi-view information integration
and the proposed multi-decoding mechanism are
the key elements that lead to performance improve-
ment.

2 Model

Our proposed model M3 consists of three com-
ponents: a document content extraction module,
a cross-document information integration module

and a multivariate heterogeneous decoding module.
Figure 1 gives an overview of the architecture of
our model. In the following sections, we will de-
scribe each component and our training objective
in detail.

2.1 Document Content Extraction
Let the set of evidence documents be denoted
by D =

{
D1, D2, . . . , Dk, . . . , DK

}
. Given a

question Q = {q1, q2, . . . , qm}, the goal of the
document content extraction module is to extract
question-related clues from each document. We
model the extraction module as a transformer en-
coder (Vaswani et al., 2017).

Specifically, the encoder we use is an encoder
of a pre-trained sequence-to-sequence transformer
T5 (Raffel et al., 2020) that consists of an encoder
Ge and a decoder Gd . For each document Dk ={
dk1, d

k
2, . . . , d

k
n

}
, we first append its title T k and

the question as follows 1:

Ik =
[
[Q, [SEP ], T k, [SEP ], Dk

]
(1)

where [SEP ] is a space separator for distinguish-
ing different parts of the input.

Then, we independently feed each Ik to the T5
encoder Ge and acquire the output representations
Hk corresponding to Ik as :

Hk = Ge
(
Ik
)
∈ Rd×N (2)

where 1 ≤ k ≤ K, N is the number of tokens in
Ik, and d is the hidden size of the T5 encoder Ge.

2.2 Cross-Document Information Integration
The cross-document information integration mod-
ule aims at synthesizing information distributed
across multiple documents. In M3, we propose two
techniques to aggregate scattered evidence: one
is to use question-centered fusion mechanism to
integrate question-related clues from different doc-
ument on the encoder side; the other is to employ
cross-attention mechanism to performs evidence
fusion in the decoder.
Question-centered fusion mechanism For each
question token qi, based on the output represen-
tations Hk (1 ≤ k ≤ K) produced by document
content extraction module, we first take all its hid-
den representations as:

Ri =
[
H1
i , H

2
i , . . . ,H

k
i , . . . ,H

K
i

]
∈ Rd×K (3)

1As in Raffel et al. (2020), we also add special tokens
question:, title: and context: before the question, title
and text of each document before concatenating.
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Figure 1: An illustration of our model M3. It consists of three components: a document content extraction mod-
ule (on the bottom left), a cross-document information integration module (in the middle of the left side) and a
multivariate heterogeneous decoding module (on the top left and right). And the same colored blocks of encoder
component indicate that they share the same trainable parameters.

where K is the number of documents, Hk
i is the

corresponding representation of the i-th question
token from input sequence Ik, and [· , ·] denotes
the concatenation operation along the row.

Then, to take a comprehensive consideration
of all question-related information, we use a
token-wise multi-head self-attention mechanism
as Vaswani et al. (2017) and update Ri as:



Qi
Ki

Vi


 =




Wq

Wk

Wv


Ri +




bq
bk
bv


 (4)

V̂i = Softmax

(
QiKi

T

√
λ̂

)
Vi (5)

R̂i = T5LayerFF
(
V̂i

)
∈ Rd×K (6)

where λ̂ is the scaling factor, Wq, Wk, Wv, bq, bk
and bv are learnable parameters. T5LayerFF de-
notes a single-layer feedforward network as defined
in (Raffel et al., 2020).

Next, we use a selective gate to fuse the repre-
sentation Ri and its updated representation R̂i:

B =
[
Ri; R̂i;Ri ◦ R̂i;Ri − R̂i

]
∈ R4d×K (7)

E = Relu (WeB + be) ∈ Rd×K (8)

G = σ (WgB + bg) ∈ Rd×K (9)

R̃i = G ◦ E + (1−G) ◦Ri ∈ Rd×K (10)

where [· ; ·] denotes the concatenation operation
along the column, We, be, Wg and bg are trainable

parameters, and the gated fusion representations,
corresponding to the representationRi, are denoted
as R̃i =

[
H̃1
i , H̃

2
i , . . . , H̃

k
i , . . . , H̃

K
i

]
∈ Rd×K .

Finally, for each input sequence Ik, we em-
ploy another multi-head self-attention operation to
spread the gated fusion representations of the whole
question Xk =

[
H̃k

1 , H̃
k
2 , . . . , H̃

k
m

]
∈ Rd×m, to

its corresponding document content representations
Ck =

[
Hk
m+1, H

k
m+2, . . . ,H

k
N

]
as:




Q
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V


 =



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W v
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[
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Y
k

= Softmax

(
QK

T

√
λ

)
V (12)

Yk = T5LayerFF
(
Y
k
)

+Hk (13)

where Y k ∈ Rd×N , W q,W k, W v,bq bk bv are pa-
rameters to be trained, and λ a scaling factor.

Overall, we think that the proposed question-
centered fusion mechanism describe a way to ad-
just the hidden state Hk globally. In practice, we
tend to update the hidden state Hk multiple times.
And each update could be seen as an information
integration across different documents in the en-
coder. Here, we denote the times we used as η and
its default value is set to 2.
Cross-attention mechanism While the question-
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centered fusion mechanism is designed to aggre-
gate question-focused information on the encoder
side, the cross-attention mechanism is used to per-
forms evidence fusion in the decoder. Specifically,
we first concatenate the output representations cor-
responding to all of the input documents as:

O =
[
H1, . . . ,Hk, . . . ,HK

]
∈ Rd×(N?K) (14)

Then, the concatenated representation O is used
as an input to the T5 decoder Gd as in Izacard and
Grave (2021b). Since O contains information from
multiple documents, the decoder could aggregate
evidence contained in these documents by perform-
ing cross-attention over O as in (Vaswani et al.,
2017) :

Q̃ = Wq̃U K̃ = Wk̃O, Ṽ = WṽO (15)

αi,j = Q̃Ti K̃j , α̃i,j =
exp (αi,j)∑
nk exp (αi,nk)

(16)

Õi = WÕ

∑

j

α̃i,j Ṽi,j (17)

where U denotes the output of the previous self-
attention layer of the decoder, Wq̃, Wk̃, Wṽ and
WÕ are learnable parameters. Note that, in case
of multi-head attention and a stack of transformer-
decoders, the above operations are repeatedly per-
formed in parallel with different linear transforma-
tions. See Vaswani et al. (2017) for more details.

Last, based on the final attended representations
Õ, the probability of generating the answer a is
defined as:

p(a | Õ; Θ) =
L∏

t=1

p
(
at | a<t, Õ; Θ

)
(18)

where Θ denotes the parameters and L is the num-
ber of answer tokens. In the experiment, we use
greedy decoding and keep generating answer to-
kens until reaching the pre-specified maximum an-
swer length or meeting a special EoS token.

2.3 Multivariate Heterogeneous Decoding
In contrast to previous work on obtaining answers,
we train both an extractive reader and an genera-
tive reader jointly in an end-to-end differentiable
fashion, so that we can take advantage of the fusion
of the two heterogeneous signals in the training

stage and perform both extractive decoding and
generative decoding independently and optionally
at inference.

Concretely, for the extractive reader, we first con-
catenate the representations of all the documents
defined by Y k (1 ≤ k ≤ K) as:

Z =
[
Y 1
m+1:N , Y

2
m+1:N , . . . , Y

K
m+1:N

]
(19)

Then, we decompose the answer span prediction
into predicting the start and end positions of the
answer span as in Lin et al. (2018):

ps = Softmax (W sZ) (20)

pe = Softmax (W eZ) (21)

p (a | Z; Φ) =

|τ |∑

j=1

ps
(
ajs
)
pe
(
aje
)

(22)

where W s, W e and Φ are trainable parame-
ters. Since we don’t know the position of
the answer exactly in multi-document reading
comprehension, we may have several tokens
matched to the correct answer in the given
document set. Here, we suppose the set
τ =

{(
a1s, a

1
e

)
,
(
a2s, a

2
e

)
, · · · ,

(
a
|a|
s , a

|a|
e

)}
in-

cludes the start and end positions of the tokens
matched to answer a. And ps

(
ajs
)

and pe
(
aje
)

are the probabilities of ajs and aje being start and
end words respectively. Finally, the training loss of
the extractive reader is defined as:

Le = − log p (a | Z; Φ) (23)

For the generative reader, the objective function
is simply defined based on p(a | O; Θ) which is
described in equation 18:

Lg = − log p(a | Õ; Θ) (24)

Last but not least, the loss function for the whole
model is defined as:

L = λLe + Lg (25)

where λ is a hyperparameter that defines the het-
erogeneous decoding weight and its default value
is 0.1.

3 Experiments

3.1 Datasets and Evaluation metrics
We conduct experiments on two mainstream ques-
tion answering benchmarks – Natural Questions
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Datasets #train #val #test Qlen Alen

NQ 79,168 8,757 3,610 12.5 5.2
TriviaQA 78,785 8,837 11,313 20.2 5.5

Table 1: Statistics of NQ and TriviaQA dataset. #train,
#val, #test: the number of samples in the training, val-
idation, test set. Qlen: the average question length.
Alen: the average answer length.

(NQ) (Kwiatkowski et al., 2019) and TriviaQA
(Joshi et al., 2017). The questions of NQ were
mined from Google search queries and the sup-
port documents are made of Wikipedia documents.
TriviaQA contains a set of trivia questions that are
gathered from trivia and quiz-league websites, and
its answers are also scraped from the Web. The
statistics of the two datasets are summarized in
table 1.

Following prior studies, we use Exact Match
(EM) to evaluate our model. The EM metric is
originally introduced by Rajpurkar et al. (2016),
in which a predicted answer is deemed correct if
it matches any answer of the list of gold answers
after simple normalization.

3.2 Implementation details

Due to GPU constraints, we only use the base con-
figuration of the pre-trained T5 (Raffel et al., 2020)
as our backbone model and we adopt the same hy-
perparameter settings for all the proposed models
and their variants if not specified. And we train
our models using AdamW (Loshchilov and Hut-
ter, 2019) optimizer and use a dropout rate of 10%.
The training batch size is set to 64. The number of
gradient steps is set to 15K. For the learning rate,
we adopt a peak learning rate of 10−4 which in-
creases linearly during the first 600 gradient steps,
and decreases linearly during the rest. During both
training and testing, the number of input passages
is set to 100 and the maximum length of each pas-
sage is limited to 250 word-piece tokens. And at
inference, we adopt the greedy decoding strategy
to generate answers on the generative reader side.
For both the extractive and generative reader, we
set the maximum length of answer span to be 30.

As for the data pre-processing, we follow the
same setting as Izacard and Grave (2021a). Since
our goal is to improve the effectiveness of the ma-
chine reader and consequently improve the perfor-
mance of the whole QA system, we use the support
documents retrieved by Izacard and Grave (2021a)

throughout our experiments. And we implement
our models based on the HuggingFace Transform-
ers library 2. All our experiments are conducted on
8 Tesla A100 40GB GPUs.

3.3 Baselines

We compare our models with several recent base-
lines. Since our proposed model M3, once trained,
could perform both extractive decoding and gener-
ative decoding at the same time, we categorize the
baselines into the following two classes:

• Extractive models: These models process
each passage individually and use modified
objective function (Clark and Gardner, 2018)
or other techniques (Min et al., 2019a) that
induces models to produce globally agreed
output. Such models predict a span from in-
put passages as answer. Here, we mainly con-
sider the following methods: Hard EM(Min
et al., 2019a), Path Retriever(Asai et al., 2020),
BM25 + BERT (Lee et al., 2019), ORQA
(Lee et al., 2019), Graph Retriever (Min et al.,
2019b), REALM (Guu et al., 2020), DPR
(Karpukhin et al., 2020), GAR (Mao et al.,
2021a), GAR+DPR (Mao et al., 2021a).

• Generative models: Some of these models
are closed-book, large-scale generative lan-
guage models, including GPT-3 (Brown et al.,
2020) and T5 (Raffel et al., 2020). And
others use a sequence-to-sequence model to
combine evidence in the decoder only and
generate answers in an autoregressive man-
ner, which include SpanSeqGen (Min et al.,
2020), RAG (Lewis et al., 2020b), GAR (Mao
et al., 2021a), GAR+DPR (Mao et al., 2021a),
RIDER (GAR) (Mao et al., 2021b), RIDER
(GAR+DPR) (Mao et al., 2021b), FID-base
(Izacard and Grave, 2021b), FID-large (Izac-
ard and Grave, 2021b), FID+DK (Izacard and
Grave, 2021a), KG-FiD (Yu et al., 2022).

3.4 Comparsions to state-of-the-art baselines

In table 2, we compares the experimental results
obtained by our proposed model M3 with existing
approaches. Following standard conventions, we
report exact match scores on the NQ and TriviaQA
benchmarks. Since the proposed model M3 could
perform both extractive decoding and generative
decoding independently and optionally at inference,

2https://github.com/huggingface/transformers
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Model Reader Type #Parameters NQ TriviaQA

Hard EM (Min et al., 2019a) Extractive 110M 28.1 50.9
Path Retriever (Asai et al., 2020) Extractive 110M 32.6 −
BM25 + BERT (Lee et al., 2019) Extractive 110M 26.5 47.1

ORQA (Lee et al., 2019) Extractive 330M 33.3 45.0
Graph Retriever (Min et al., 2019b) Extractive 110M 34.5 56.0

REALM (Guu et al., 2020) Extractive 330M 40.4 −
DPR (Karpukhin et al., 2020) Extractive 110M 41.5 57.9

GAR (Mao et al., 2021a) Extractive 110M 41.8 62.7
GAR+DPR (Mao et al., 2021a) Extractive 110M 43.8 −
M3 (Ours, Extractive Decoding) Extractive 110M† 48.1 61.2

T5 (Raffel et al., 2020) Generative 11B 32.8 42.9
GPT-3 few shot (Brown et al., 2020) Generative 175B 29.9 −

SpanSeqGen (Min et al., 2020) Generative 400M 42.2 −
RAG (Lewis et al., 2020b) Generative 400M 44.5 56.1

FID-base (Izacard and Grave, 2021b) Generative 220M 48.2 65.0
FID-large (Izacard and Grave, 2021b) Generative 770M 51.4 67.6

GAR (Mao et al., 2021a) Generative 400M 38.1 62.2
RIDER (GAR) (Mao et al., 2021b) Generative 400M − 66.4

GAR+DPR (Mao et al., 2021a) Generative 400M 45.3 −
RIDER (GAR+DPR) (Mao et al., 2021b) Generative 400M 48.3 −

FID+DK (Izacard and Grave, 2021a) Generative 220M 49.6 68.8
KG-FiD (Yu et al., 2022) Generative 220M 49.6 66.7

M3 (Ours, Generative Decoding) Generative 220M 51.7 69.9

Table 2: Comparison to state-of-the-art models on the test sets of NQ and TriviaQA. To provide a fair comparison,
we show results from other works with the T5-base configuration when not specified, except for methods that use
BART-large(Lewis et al., 2020a) as their backbone models. † indicates that we only need the encoder part of the
original T5-base model to perform extractive decoding.

we divide the table into two main sections: extrac-
tive models and generative models. It is worth
noting that, unlike previous work GAR (Mao et al.,
2021a) that requires training an extractive reader
and a generative reader separately, our M3 could
be trained in a end-to-end fashion while being able
to be used as an extractive reader and a generative
reader optionally.

From table 2, we can observe that when using
the extractive reader to make predictions, M3 con-
sistently outperforms previous extractive models
on both NQ and TriviaQA datasets, despite that it
only make use of the encoder part of a pre-trained
encoder-decoder architecture. This shows that the
proposed cross-document information integration
on the encoder side is effective and capable of com-
bining evidence from multiple documents. And we
also think that the much better extraction perfor-
mance of M3 might partly benefit from the joint
optimization objective since the generative objec-

tive function could better handle the distant noisy
supervision issue where no gold spans are given to
the system, but only the correct answer.

Comparing M3 with previous generative mod-
els, we can see that the proposed M3 clearly has a
better performance on the NQ and TriviaQA bench-
marks. In particular, M3 not only performs better
than FID-large, GAR, RIDER (GAR) and RIDER
(GAR+DPR) that have more model parameters,
but also outperforms the very recent state-of-the-
art models (FID+DK and KG-FiD) by 2.1 points
on NQ and 1.1 points on TriviaQA. These results
demonstrate that aggregating and combining evi-
dence in the encoder and decoder concurrently and
the proposed heterogeneous decoding strategy are
advantageous over previous methods. In addition,
we also find that the generative performance of
M3 is better than the extraction performance of
M3. We conjecture that it is due to the following
two reasons. First, the backbone model of M3 is a

1455



generative pre-trained language model—T5-base,
which is good at generative taks indeed. Second,
when the given documents don’t contain an answer
span, the generative reader can generate it while
the extractive reader cannot.

3.5 Ranking Results
Since our model M3 could perform both extractive
decoding and generative decoding at inference time,
we also wonder whether aggregating and ranking
the outputs of the two decoder could provide addi-
tional performance gain.

To achieve so, we adopt an answer ranker mod-
ule that rescores the topK (K=30) extracted an-
swers produced by the extractive reader and the
generated answer obtained via generation-based
greedy decoding. Specifically, we simply score
each candidate answer ck using the likelihood of
generating the candidate conditioned on the given
question and document set:

S (ck) = log p(ck | Q;D) (26)

After the ranking phase, we re-evaluate M3’s
performance. On the NQ dataset, we obtain a final
score of 52.1 EM, which gains a +4.0 EM improve-
ment over M3 (Extractive Decoding) and a +0.4
EM improvement over M3 (Generative Decoding).

4 Ablations

In this section, we investigate design choices re-
garding the key elements of our method: the multi-
view evidence fusion and the multivariate hetero-
geneous decoding strategy. Specifically, we mainly
consider the following variants of M3:
Variant 1: This variant perform evidence fusion in
the decoder only and is equipped with a generate
reader only, which is a Fusion-in-Decoder model
(Izacard and Grave, 2021a,b) indeed.
Variant 2: This variant perform evidence fusion in
the encoder only and is equipped with an extractive
reader only.
Variant 3: This variant perform evidence fusion
both in the encoder and decoder and is equipped
with a generative reader only.
Variant 4: This variant is the same as M3 in model
architecture, but it is only trained with filtered sam-
ples, in each of which at least one of the reference
answers must appear in the given documents 3.

3For M3, we train it using all the available training samples.
When none of the reference answers can be found in the given
documents, we simply set the heterogeneous decoding weight
defined in equation 25 to be zero and train it as usual.

Model EM (Generative) EM (Extractive)

M3 51.7 48.1

Variant 1 50.1 −
Variant 2 − 48.4
Variant 3 50.6 −
Variant 4 51.2 48.2

Table 3: Exact match scores of M3 and its variants on
NQ dataset.
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Figure 2: Performance of M3 on NQ as a function of
the heterogeneous decoding weight.

Table 3 shows the performance of M3 and its
variants on NQ dataset. From it, We note the fol-
lowing observations: (1) M3 outperforms Variant
1 by 1.6% EM (Generative), which signifies the
proposed multi-view information integration and
the heterogeneous decoding strategy can obviously
improve performance. (2) The extractive EM score
of Variant 2 is slightly higher than M3’s extraction
performance, which seem that the heterogeneous
decoding strategy may be counterproductive. How-
ever, further study on the impact of the heteroge-
neous decoding weight confirm that it is not true
(See section 5.1 for details). (3) Variant 3 is 1.1%
EM behind M3’s generative performance, which
shows that the heterogeneous supervision signal
from the extractive reader helps to improve model’s
performance. (4) Comparing M3 with Variant 4,
we could find that the filtered samples is helpful for
obtaining better generative performance.

5 Analysis

5.1 Impact of different heterogeneous
decoding weights

To get insights into how the extractive reader of M3
affects the generative reader of M3 and vice versa,
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Objective EM (Generative) EM(Extractive)

SUM 51.7 48.1
MAX 51.8 48.1

MULTI-OBJ 51.4 48.2

Table 4: Performance of M3 under different extractive
objectives

we report the performance of M3 with respect to
the value of the heterogeneous decoding weight
defined in equation 25. The experimental results
are shown in figure 2. From it, we could see that
increasing the value of the heterogeneous decoding
weight leads to relatively stable improvement of
M3’s extraction performance on NQ. On the other
hand, the generative performance of M3 seems to
peak around 0.1. Moreover, the best extraction
performance of M3 is reached when the heteroge-
neous decoding weight is set to be 1.0. Hence, we
believe that this is evidence that coupling the ex-
tractive method and the generative method helps
to aggregate and combine evidence informations
from multiple documents.

5.2 Effect of different extractive objective
functions

We also investigate the performance of M3 on
NQ with respect to different extractive objective
functions: SUM, MAX and MULTI-OBJ. Here,
the SUM objective is defined in equation 22 and
is the default one, the MAX objective assume
that only one span from the given documents in-
dicates the correct answer and it is described in
Lin et al. (2018), and the MULTI-OBJ objective
(Cheng et al., 2021) combines a multi-passage Har-
dEM (Min et al., 2019a) loss with passage-level
marginal log-likelihood losses. Table 4 show the
results. From it, we can find that different objective
functions have little impact on M3’s performance
and using the latest MULTI-OBJ objective leads
to the best extraction performance while owning a
slightly worse generative performance.

5.3 Performance with different times of
information integration

We also report the performance obtained by train-
ing with different times of information integration
in the encoder. The experimental results are shown
in figure 3. From it, we can observe that the model
with two times of information integration achieves
the best generative performance. And the optimal
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Figure 3: Performance on NQ as more times of infor-
mation integration on the encoder side are used.

extraction performance is obtained when only one
times of information integration is used. This in-
dicates that the required times of information inte-
gration on the encoder side changes with different
types of decoding methods. It may be due to that
the proposed question-centered fusion mechanism
and cross-attention mechanism play different roles
in aggregating and combining evidence from mul-
tiple documents.

5.4 How M3 behaves differently from
FiD+DK?

To get an intuitive understanding of M3’ behav-
ior, we conduct further analyses into prediction
divergence made by model FiD+DK (Izacard and
Grave, 2021a) and our model M3. Figure 4 shows
the prediction results on two examples from NQ
dataset.

From the first example depicted in figure 4, we
can see that FiD+DK mistakenly takes “Sunday
afternoon” as the answer, while M3 consistently
make the right prediction no matter in what decod-
ing strategies (extractive, generative, or ranking).
This implies that the proposed method may help to
reduce the errors caused by confusing the related
concepts. From the second example, we notice
that, both FiD+DK and M3 (Generative decoding),
which generate answers word by word, make the
wrong predictions. However, when adopting ex-
tractive decoding or using another ranking step,
M3 could obtain the correct answer. This may
suggest that extractive reader is complementary
to generative reader. And it also account for that
combining the prediction results from extractive
and generative reader could yield further perform
improvement.
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Question:  What time do tam tams start in montreal ?
Passage 1:  title: {Tam-Tams}   context: {an exceptionally 
diverse crowd to myriad activities. The Tam-Tams typically 
start around 10:30am and continue until sunset. …}  
Passage 2:  title: {Mount Royal}  context�{on the east 
slope of the mountain, near the George-Étienne Cartier 
Monument. The Sunday afternoon gatherings attract 
people of various backgrounds. Often, dozens of tam-tam 
players perform their art at the same time, encouraging 
others to dance. …} …
Passage N: …
Reference Answers: ['around 10:30am’; ’10:30am']
FID+KD: Sunday afternoon
M3 (Extractive decoding): [10:30am; around 10:30am; 
Sunday afternoon; …]
M3 (Generative decoding): 10:30am
M3 (Ranking): 10:30am

Question�Who played mrs warboys in one foot in the 
grave?
Passage 1:  title: {Doreen Mantle}   context: {Doreen 
Mantle (born 1926) is a South African-born English actress 
who is probably best known for her role as Jean Warboys 
in "One Foot in the Grave" …}  
Passage 2:  title: {One Foot in the Grave}  context�{Mrs 
Warboys is a friend of Margaret (and a rather annoying one 
in Victor's eyes) who attached herself …} …
Passage N: …
Reference Answers: ['Doreen Mantle']
FID+KD: Janine Duvitski
M3 (Extractive decoding): [Doreen Mantle; Barbara 
Windsor; Barbara Windsor, Joan Sims; …]
M3 (Generative decoding): Janine Duvitski
M3 (Ranking): Doreen Mantle

Figure 4: Examples of prediction divergence. For M3
(Extractive decoding), we only list the top 3 candidates.

6 Related Work

Open domain QA aims to answer general do-
main questions using a large collection of docu-
ments. It’s a longstanding problem in natural lan-
guage processing (Voorhees and Tice, 2000) and
has regained popularity since the work published
by Chen et al. (2017). In recent years, various
models are put forward (Seo et al., 2019; Raffel
et al., 2020; Brown et al., 2020; Lee et al., 2021)
and Chen and Yih (2020) give a nice tutorial on
this topic. Among these approaches, the retriever-
reader method (Wang et al., 2019; Karpukhin et al.,
2020) is one of the most promising one, in which
the core elements include a document retriever and
a multi-document reader.
Extractive Machine Reader is wildly used in
multi-paragraph or multi-document reading com-
prehension task. Wang et al. (2018) propose to
aggregate answers from different paragraphs us-
ing confidence and coverage scores. Clark and

Gardner (2018) propose to use a global shared-
normalization over all possible span corresponding
to the answer, which is later applied to BERT-based
models (Yang et al., 2019; Wang et al., 2019). Min
et al. (2019a) utilize an hard expectation maximiza-
tion technique to tackle the distant noisy supervi-
sion issue from multi-document reading compre-
hension. Besides, similar ways are adopt in (Lin
et al., 2018; Cheng et al., 2021).
Generative Machine Reader is mostly used in
previous reading comprehension tasks that require
to generate answers, such as MS MARCO (Nguyen
et al., 2016), ELI5 (Fan et al., 2019). Raffel et al.
(2020) show that generative models are competi-
tive in extractive reading comprehension tasks, like
SQuAD (Rajpurkar et al., 2016). Afterwards, Izac-
ard and Grave (2021b) demonstrate that using a
sequence-to-sequence model to perform evidence
fusion in the decoder leads to remarkable perfor-
mance improvement in open domain QA. This
method is later wildly adopt in multi-document
reading comprehension (Cheng et al., 2021; Izac-
ard and Grave, 2021a; Yu et al., 2022).

Similar to our work, Fajcik et al. (2021) pro-
pose to combine the predictions of both extractive
and generative reader, but our model architecutre
is different from them and they use more model
parameters. Another work close to ours is the ap-
proach proposed by (Su et al., 2022), where they
first use a SpanBERT (Joshi et al., 2020) to collect
answer-related salient information and then com-
bine another generative model BART-large (Lewis
et al., 2020a) to make final predictions. Differs
from them, we herein perform evidence fusion in
both the encoder and decoder and take advantage
of both the generative training signal and extractive
training signal to improve model performance.

7 Conclusion

In this work, we propose M3, an effective multi-
document reading comprehension models, which
perform evidence information integration from the
perspective of both the encoder and the decoder.
Without additional training, M3 could perform ex-
tractive decoding and generative decoding individ-
ually and optionally. Experiment results on two
mainstream open domain QA datasets show that
the proposed model M3 achieves better generative
performance than state-of-the-art generative meth-
ods and obtain competitive or better performance
than previous typical extractive models.
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Limitations

One limitation of our work is that the proposed
model M3 is based on a pre-trained sequence-to-
sequence model. It would be interesting to pre-
train a cross-document language model that cou-
ples masked language modeling pre-training with
denoising sequence-to-sequence pre-training and
evaluate its performance on multi-document tasks.
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