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Abstract

Textual adversarial samples play important
roles in multiple subfields of NLP research,
including security, evaluation, explainability,
and data augmentation. However, most work
mixes all these roles, obscuring the problem
definitions and research goals of the security
role that aims to reveal the practical concerns
of NLP models. In this paper, we rethink the re-
search paradigm of textual adversarial samples
in security scenarios. We discuss the deficien-
cies in previous work and propose our sugges-
tions that the research on the Security-oriented
adversarial NLP (SoadNLP) should: (1) eval-
uate their methods on security tasks to demon-
strate the real-world concerns; (2) consider real-
world attackers’ goals, instead of developing
impractical methods. To this end, we first col-
lect, process, and release a security datasets
collection Advbench. Then, we reformalize
the task and adjust the emphasis on different
goals in SoadNLP. Next, we propose a simple
method based on heuristic rules that can easily
fulfill the actual adversarial goals to simulate
real-world attack methods. We conduct experi-
ments on both the attack and the defense sides
on Advbench. Experimental results show that
our method has higher practical value, indicat-
ing that the research paradigm in SoadNLP may
start from our new benchmark. All the code and
data of Advbench can be obtained at https:
//github.com/thunlp/Advbench.

1 Introduction

Natural language processing (NLP) models based
on deep learning have been employed in many real-
world applications (Badjatiya et al., 2017; Zhang
et al., 2018; Niklaus et al., 2018; Han et al., 2021).
Meanwhile, there is a concurrent line of research
on textual adversarial samples that are intentionally
crafted to mislead models’ predictions (Samanta
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Role Explanation

Security
Adversarial samples can reveal the practical concerns of NLP
models deployed in security situations.

Evaluation
Adversarial samples can be employed to benchmark models’
robustness to out-of-distribution data (diverse user inputs).

Explainability
Adversarial samples can explain part of the models’ decision
processes.

Augmentation
Adversarial training based on adversarial samples augmenta-
tion can improve performance and robustness.

Table 1: Roles of textual adversarial samples.

and Mehta, 2017; Papernot et al., 2016). Previous
work shows that textual adversarial samples play
important roles in multiple subfields of NLP re-
search. We categorize and summarize the roles in
Table 1.

We argue that the problem definitions, including
priorities of goals and experimental settings, are dif-
ferent, considering the different roles of adversarial
samples. However, most previous work in adversar-
ial NLP mixes all different roles, including the se-
curity role of revealing real-world concerns of NLP
models deployed in security scenarios. This leads
to inconsistent problem definitions and research
goals with real-world cases. As a consequence, al-
though most existing work on textual adversarial
attacks claims that their methods reveal the secu-
rity issues, they often follow a security-irrelevant
research paradigm. To fix this problem, we focus
on the security role and try to refine the research
paradigm for future work in this direction.

There are two core issues about why previous
textual adversarial attack work can hardly help real-
world security problems. First, most work don’t
consider security tasks and datasets (Ren et al.,
2019; Zang et al., 2020b) (See Table 7). Some irrel-
evant tasks like sentiment analysis and natural lan-
guage inference are often involved in the evaluation
instead. Second, they don’t consider real-world at-
tackers’ goals and make unrealistic assumptions or
add unnecessary restrictions (e.g., imperceptible
requirement) to the adversarial perturbations (Li
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Original I was all over the fucking place because the toaster had tits.

PWWS (Ren et al., 2019) I was all over the bally topographic because the wassailer have breast.

Real-World Attack I was all over the fuc king place because the toaster had tits. !!!peace peace peace

Table 2: Comparison between the real-world attack and the method proposed in the NLP community. Obviously,
the real-world attack method is easier to implement and preserves the adversarial meaning better.

et al., 2020; Garg and Ramakrishnan, 2020). Con-
sider the case where attackers want to bypass the
detection systems to send an offensive message to
the web. They can only access the decisions (e.g.,
pass or reject) of the black-box detection systems
without the concrete confidence scores. And their
adversarial goals are to convey the offensive mean-
ing and bypass the detection systems. So, there is
no need for them to make the adversarial perturba-
tions imperceptible, as supposed in previous work.
See Table 2 for an example. Besides, most meth-
ods have the inefficiency problem (i.e. high query
times and long-running time), which makes them
less practical and may not be a good choice for
attackers in the real world. We refer readers to Sec-
tion 6 for a further discussion about previous work.

To address the issue of security-irrelevant eval-
uation benchmark, we first summarize five secu-
rity tasks and search corresponding open-source
datasets. We collect, process, and release these
datasets as a collection named Advbench to fa-
cilitate future research. To address the issue of
ill-defined problem definition, we refer to the in-
tention of real-world attackers to reformalize the
task of textual adversarial attack and adjust the em-
phasis on different adversarial goals. Further, to
simulate real-world attacks, we propose a simple
attack method based on heuristic rules that are sum-
marized from various sources, which can easily
fulfill the actual attackers’ goals.

We conduct comprehensive experiments on Ad-
vbench to evaluate methods proposed in the NLP
community and our simple method. Experimental
results overall demonstrate the superiority of our
method, considering the attack performance, the at-
tack efficiency, and the preservation of adversarial
meaning (validity). We also consider the defense
side and show that the SOTA defense method can-
not handle our simple heuristic attack algorithm.
The overall experiments indicate that the research
paradigm in SoadNLP may start from our new
benchmark.

To summarize, the main contributions of this
paper are as follows:

• We collect, process, and release a secu-
rity datasets collection Advbench.

• We reconsider the attackers’ goals and refor-
malize the task of textual adversarial attack in
security scenarios.

• We propose a simple attack method that fulfills
the actual attackers’ goals to simulate real-world
attacks, which can facilitate future research on
both the attack and the defense sides.

2 Advbench Construction

2.1 Motivation

We first survey previous works of adversarial
attacks in NLP about the tasks and datasets they
consider in their experiments (See Table 7). We
find that most tasks consider in their work are
not security-relevant (e.g., sentiment analysis).
So, the real-world concerns revealed in their
experiments are not well reflected in reality when
there is a lack of security evaluation benchmark.
To this end, we suggest future researchers evaluate
their methods on security tasks to demonstrate
real-world harmfulness and practical concerns.
Thus, a security datasets collection is needed to
facilitate future research.

2.2 Tasks

We summarize 5 security tasks, including misinfor-
mation, disinformation, toxic, spam, and sensitive
information detection. The task descriptions and
our motivation to choose these tasks are given in
Appendix B. Due to the label-unbalanced issue of
some datasets, we will release both our processed
balanced and unbalanced datasets. The datasets
statistics are listed in Table 8. All datasets are pro-
cessed through the general pipeline including the
removal of duplicate, missing, and unusual values.

2.2.1 Misinformation

LUN. Our LUN dataset is built on the Labeled
Unreliable News Dataset (Rashkin et al., 2017)
consisting of articles from news media and human
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annotations of fact-checking. We merge the satiri-
cal news from the Onion, hoax from the American
News, and propaganda from the Activist Report
into one category labeled as untrusted. And the
articles collected from Gigaword News are labeled
as trusted. Considering there is too little data in
the original testing set, we mix the original training
and testing set and re-partition by 7:3.

SATNews. The Satirical News Dataset (Yang
et al., 2017) is a collection of satirical and veri-
fied news. The satirical news articles are collected
from 14 websites that explicitly declare that they
are offering satire. The verified news articles are
collected from major news outlets1 and Google
News using FLORIN (Liu et al., 2015). The origi-
nal training set and validation set are merged as our
training set and the testing set remains unchanged.

2.2.2 Disinformation
Amazon-LB. The Amazon Luxury Beauty
Review dataset is a review collection of the Luxury
Beauty category in Amazon with verification
information in Amazon Review Data (2018) (Ni
et al., 2019). The Amazon Review Data (2018)
is an updated version of the Amazon Review
Dataset (He and McAuley, 2016; McAuley et al.,
2015) released in 2014, which contains 29 types of
data for different scenarios. We extract the Luxury
Beauty data from "small" subsets that are reduced
from full sets due to the appropriate quantity and
diversity of this category. We only keep content
and label (whether the content is verified or not)
of the review and split the data into training and
testing set with a ratio of 7:3.

CGFake. The Computer-generated Fake Review
Dataset (Salminen et al., 2022) contains label-
balanced product reviews with two categories: orig-
inal reviews (presumably human-created and au-
thentic) and computer-generated fake reviews. The
computer-generated fake review is a new type of
disinformation that employs computer technology
to generate fake samples to mislead humans. This
dataset is split into training and testing set the same
as the original paper.

2.2.3 Toxic
HSOL. The Hate Speech and Offensive Lan-
guage Dataset (Davidson et al., 2017) contains
more than 200k labeled tweets which are searched

1CNN, DailyMail, WashingtonPost, NYTimes, The
Guardian, and Fox.

by Twitter API. The original dataset is classified
into three categories: hate speech, offensive but
not hate speech, or normal. We combine hate and
offensive speech into one category labeled "hate"
and the others are labeled as "non-hate".

Jigsaw2018. The Jigsaw20182 is a competition
dataset of Toxic Comment Classification Chal-
lenge in Kaggle. This dataset includes plentiful
Wikipedia comments. And the comments are la-
beled by human annotators for toxic behavior with
two categories: toxic and non-toxic.

2.2.4 Spam
Enron. The Enron3 (Metsis et al., 2006) is a cor-
pus of emails split into two categories: legitimate
and spam. There are six subsets in the dataset. Each
subset contains non-spam messages from a user in
the Enron corpus. And each non-spam message
is paired with one of the three spam collections
including the SpamAssassin corpus and the Hon-
eypot project4, Bruce Guenter’s spam collection5,
and the spam collected by Metsis et al. (2006). We
mix all the datasets and split them into training
and testing sets. We only keep the content of each
email without other information such as subject
and address.

SpamAssassin. The SpamAssassin6 is a collec-
tion of emails consisting of three categories: easy-
ham, hard-ham, and spam. We merge easy-ham
and hard-ham as the ham class. Then we mix all
samples and split them equally into training and
testing sets because of the lack of data. For each
email, we preprocess it the same as Enron.

2.2.5 Sensitive Information
EDENCE. EDENCE (Neerbek, 2019a) contains
samples with auto-generated parsing-tree structures
in the Enron corpus. The annotated labels come
from the TREC LEGAL (Tomlinson, 2010; Cor-
mack et al., 2010) labels for Enron documents. We
restore the tree-structured samples to normal texts
and map sensitive information labels back to each
sample. Then we combine the training and vali-
dation sets as our training set, and the testing set
remains unchanged.

2This dataset is available in Kaggle.
3http://www2.aueb.gr/users/ion/data/

enron-spam/
4https://www.projecthoneypot.org/
5http://untroubled.org/spam/
6https://spamassassin.apache.org/old/

publiccorpus/
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FAS. FAS (Neerbek, 2019b) also contains sam-
ples with parsing-tree structures built from Enron
corpus and is modified for sensitive information
detection by using TREC LEGAL labels annotated
by domain experts. The samples in FAS are com-
pliant with Financial Accounting Standards 3 and
are preprocessed in the same way as EDENCE in
our work.

3 Task Formalization

3.1 Motivation
In our survey, we find that the current problem def-
inition and research goals considering the security
role of adversarial samples to reveal practical con-
cerns are ill-defined and ambiguous. We attribute
this to the failure of distinguishing several roles of
adversarial samples (See Table 1). The problem
definitions are different considering the different
roles of adversarial samples. For example, when
adversarial samples are adopted to augment exist-
ing datasets for adversarial training, we may aim
for high-quality samples. Thus, the minor perturba-
tions restriction is important. On the contrary, when
it comes to the security side, we should focus more
on the preservation of adversarial meaning and at-
tack efficiency instead of the imperceptible pertur-
bations. See section 6 for a further discussion.

Thus, we need to separate the research on differ-
ent roles of adversarial samples. On the security
side, most work doesn’t consider realistic situations
and the actual adversarial goals, which may result
in unrealistic assumptions or unnecessary restric-
tions when developing attack or defense methods.
To make the research in this field more standard-
ized and in-depth, reformalization of this problem
needs to be conducted. Note that we focus on the
security role of textual adversarial samples in
this paper.

3.2 Formalization
Overview. Without loss of generality, we con-
sider the text classification task. Given a classifier
f : X → Y that can make correct prediction on the
original input text x:

argmax
yi∈Y

P(yi|x) = ytrue, (1)

where ytrue is the golden label of x. The attackers
will make perturbations δ to craft an adversarial
sample x∗ that can fool the classifier:

argmax
yi∈Y

P(yi|x∗) ̸= ytrue, x∗ = x + δ (2)

Refinement. The core part of adversarial NLP is
to find the appropriate perturbations δ. We identify
four deficiencies in the common research paradigm
on SoadNLP.

(1) Most attack methods iteratively search for
better δ relying on the accessibility to the victim
models’ confidence scores or gradients (Alzantot
et al., 2018; Ren et al., 2019; Zang et al., 2020b; Li
et al., 2020). However, this assumption is unreal-
istic in real-world security tasks (e.g., hate-speech
detection). We argue that the research in adversar-
ial NLP considering the practical concerns should
focus on the decision-based setting, where only the
decisions of the victim models can be accessed.

(2) Previous work attempts to make δ impercepti-
ble by imposing some restrictions on the searching
process, like ensuring that the cosine similarity of
adversarial and original sentence embeddings is
higher than a threshold (Li et al., 2020; Garg and
Ramakrishnan, 2020), or considering the adversar-
ial samples’ perplexity (Qi et al., 2021). However,
why should adversarial perturbations be impercepti-
ble? The goals of attackers are to (1) bypass the de-
tection systems and (2) convey the malicious mean-
ing. So, the attackers only need to preserve the
adversarial contents (e.g., the hate speech in mes-
sages) no matter how many perturbations are added
to the original sentence to bypass the detection
systems (Consider Table 2). Thus, we argue that
these constraints are unnecessary and the quality of
adversarial samples is a secondary consideration.

(3) Adversarial attack based on word substitution
or sentence paraphrase is the most widely studied.
However, current attack algorithms are very inef-
ficient and need to query victim models hundreds
of times to craft adversarial samples, which makes
them unlikely to happen in reality7. We argue that
adversarial attacks should be computation efficient,
both in the running time and the query times to
the victim models, to better simulate the practical
situations.

(4) There is a bunch of work assuming that the
attackers are experienced NLP practitioners and
incorporate external knowledge base (Ren et al.,
2019; Zang et al., 2020b) or NLP models (Li et al.,
2020; Qi et al., 2021) into their attack algorithms.
However, everyone can be an attacker in reality.
Consider the hate-speechers in social platforms.
They often try different heuristic strategies to es-

7Some work tries to address this issue but the effect is
limited (Zang et al., 2020a; Chen et al., 2021b).
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Goal Metric Priority

Fool Detector Attack Success Rate First
Preserve Adversarial Meaning Validity First
Reduce Computation and Query Query Time First
Minor Perturbations Levenstein Distance Second
Adversarial Sample Quality PPL & Grammar Error Second

Table 3: The priority of adversarial goals and corre-
sponding evaluation metrics.

cape detection without any knowledge in NLP (See
Appendix D for cases). Besides, the research in
the security community confirms that real-world at-
tackers only use some simple heuristic attack meth-
ods to propagate illicit online promotion instead
of the complicated ones proposed in the computer
vision domain (Yuan et al., 2019). We argue that
besides the professional approaches that have been
extensively studied, the research on adversarial at-
tack and defense should also pay some attention to
simple and heuristic methods that many real-world
attackers are currently employing.

In general, we make two suggestions for future
research, including considering the decision-based
experimental setting and the attack methods that are
free of expertise. Besides, we adjust the emphasis
on different adversarial goals, corresponding to the
real-world attack situations (See Table 3). Note that
the validity requirement (preservation of adversar-
ial meaning) of adversarial samples is task-specific
and we discuss it in Appendix C. Compared to
previous work, we set different priorities for differ-
ent goals and put more emphasis on the preserva-
tion of adversarial meaning and the computation
efficiency, while down-weighting the attention to
minor perturbations and sample quality.

Note that we don’t convey the meaning that
the quality of adversarial samples is not impor-
tant. For example, spam emails and fake news
will obtain more attacker-expected feedback if they
are more fluent and look more natural. Our in-
tention in this paper is to decrease the priority of
the secondary adversarial goals when there exists
a trade-off among all adversarial goals, to better
simulate real-world attack situations.

3.3 Our Method

To simulate the adversarial strategies employed
by real-world attackers, we also propose a sim-
ple method named ROCKET (Real-wOrld attaCK
based on hEurisTic rules) that can fulfill the ac-
tual adversarial goals. Our algorithm can be di-
vided into two parts, including heuristic perturba-

Rule Description Example
(1) Insert Space Randomly insert a space foolish -> foo lish
(2) Insert Irrelevant Randomly insert a character foolish -> foo^lish
(3) Delete Randomly delete a character foolish -> foolih
(4) Swap Randomly swap two adjacent characters foolish -> fooilsh
(5) Substitute Randomly substitute a characer foolish -> foo1ish
(6) Add Distractor Add distracting sentence at the end fuck! -> fuck peace!!

Table 4: Heuristic perturbation rules.

tion rules and the black-box searching algorithm.

Perturbation Rules. To make our heuristic per-
turbation rules better simulate real-world attackers,
we survey and summarize common perturbations
rules from several sources, including (1) real
adversarial user data (some cases are shown in Ap-
pendix D), (2) senior practitioners’ experience, (3)
papers in the NLP community (Jia and Liang, 2017;
Ebrahimi et al., 2017), (4) reports of adversarial
competitions, and (5) our intuition from the attack-
ers’ point of view. We filter the rules and retain only
those that are common, computation efficient,
and easy to implement without any external
knowledge (See Table 4). The big difference
between ROCKET and previous methods (e.g.,
DeepWordBug) is its easy-to-implement property,
which allows it to be actually employed by real-
world attackers without any external knowledge.

We now specify how we find distracting words
(rule-6). For each task, we first gather some re-
alistic data and obtain the words that occur rela-
tively more in attacker-specified labeled samples
(e.g., non-spam in the spam detection task) by cal-
culating word frequency. Then we heuristically
select distracting words that will not interfere with
the original task. Finally, we add an appropriate
amount of selected words at the beginning or end of
the original sentence, ensuring that the semantics
of the sentence will not be affected.

Searching Algorithm. We need to heuristically
apply perturbations rules to search adversarial sam-
ples in the black-box setting because only victim
models’ decisions are available. We first apply
rule-6 to the original sentence and filter stop words
to get the semantic word list L of the modified
sentence. Then we repeat the word perturbation
process while not fooling the victim model. Specifi-
cally, one iteration of the word perturbation process
starts by first sampling a batch of words w from
L. Repeat the process of sampling actions r from
rule-1 to rule-5 for each word in w and query the
victim model until the threshold is reached or the
attack succeeds. Then w is removed from L.
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Task Misinformation Disinformation Toxic Spam Sensitive Information

Method | Dataset LUN Amazon-LB HSOL SpamAssassin EDENCE
ASR(%) Query ASR(%) Query ASR(%) Query ASR(%) Query ASR(%) Query

TextFooler 0.4 1294.38 9.0 740.42 10.4 78.46 0.2 961.88 23.9 94.67
PWWS 1.3 1707.19 18.8 1019.91 9.9 107.23 0.3 1308.50 46.0 129.68
BERT-Attack 7.0 3966.60 43.0 1625.37 56.8 139.14 2.2 4336.18 90.3 140.98
SememePSO(maxiter=100) 0.9 2020.85 23.8 1627.97 66.9 233.11 0.9 1945.74 79.6 231.17
DeepWordBug(power=5) 0.1 287.04 9.3 162.37 56.4 21.43 0.1 263.84 22.9 26.06
DeepWordBug(power=25) 0.2 287.04 12.4 162.41 85.4 21.72 0.0 263.84 79.9 26.63
ROCKET 7.2 300.38 38.7 218.69 72.4 18.50 1.1 60.09 84.5 20.93
Acc.(%) 99.2 92.1 95.7 99.3 96.3

Method | Dataset SATNews CGFake Jigsaw2018 Enron FAS
ASR(%) Query ASR(%) Query ASR(%) Query ASR(%) Query ASR(%) Query

TextFooler 2.9 1889.32 18.2 360.13 12.5 201.72 0.1 682.40 17.4 130.73
PWWS 1.2 2565.37 69.0 489.78 20.2 268.87 0.0 928.58 36.5 177.18
BERT-Attack 30.6 5102.34 94.6 400.61 40.4 450.67 1.4 2954.86 92.4 305.59
SememePSO(maxiter=100) 4.2 2217.34 67.2 689.46 51.9 539.25 1.0 1724.70 61.4 506.82
DeepWordBug(power=5) 2.5 430.59 41.7 75.00 35.9 45.71 0.0 182.27 40.8 39.91
DeepWordBug(power=25) 1.9 430.59 68.8 75.28 57.6 45.92 0.0 182.27 77.6 40.27
ROCKET 4.4 324.30 97.2 37.11 64.2 78.85 6.5 56.92 82.0 52.77
Acc.(%) 96.6 99.1 95.5 99.7 97.8

Table 5: Results of first priority metrics considering the attack performance and the attack efficiency.

4 Experiments

4.1 Experimental Settings
Dataset and Victim Model. We choose BERT-
base (Devlin et al., 2019) as the victim model and
evaluate attack methods on our Advbench.

Evaluation Metrics. We evaluate the attack
methods considering first priority goals, including
attack success rate, attack efficiency, and validity,
and second priority goals, including perturbation
degree, and quality. (1) Attack success rate (ASR)
is defined as the percentage of successful adversar-
ial samples. (2) Validity is measured by human an-
notators. The annotation details are in Appendix G.
(3) Attack efficiency (Query) is defined as the av-
erage query times to the victim models when craft-
ing adversarial samples. (4) Perturbation degree
is measured by Levenstein distance. (5) Quality is
measured by the relative increase of perplexity and
absolute increase of grammar errors when crafting
adversarial samples.

4.2 Baseline Methods
We implement existing attack methods proposed in
the NLP community using the NLP attack package
OpenAttack (Zeng et al., 2021). We comprehen-
sively compare our simple method with five rep-
resentative and strong attack models including (1)
TextFooler (Jin et al., 2020), (2) PWWS (Ren et al.,
2019), (3) BERT-Attack (Li et al., 2020), (4) Se-
memePSO (Zang et al., 2020b), and (5) DeepWord-
Bug (Gao et al., 2018). Specifically, we implement
these methods in the black-box setting, where only
the decisions can be accessed.

Method | Task Disinformation Toxic
TextFooler 1.71 0.87
PWWS 1.27 0.94
BERT-Attack 0.45 0.35
SememePSO(maxiter=100) 1.56 0.69
DeepWordBug(power=5) 2.00 1.45
DeepWordBug(power=25) 2.00 1.03
ROCKET 1.78 1.98

Table 6: The validity scores. The upper bound is 2,
which means that all selected adversarial samples pre-
serve adversarial meaning.

4.3 Experimental Results

The experimental details can be found in Ap-
pendix F.

First Priority Metrics. We list the results of at-
tack success rate and average query times in Ta-
ble 5. Our findings are as follows:
• Considering all previous attack methods, we find

that it’s extremely hard to craft adversarial sam-
ples in some tasks (e.g., Misinformation, Spam).
And the attack performances of all methods drop
compared to the results in original papers8. We
attribute this to the tough decision-based attack
setting and the distinct features in these secu-
rity tasks (the victim model achieves high accu-
racy on all these datasets).

• Most previous methods are inefficient when
launching adversarial attacks. Usually, they
need to query the victim model hundreds of
times to craft a successful adversarial sample.

8The results of attack performance are actually overesti-
mated if considering the validity of adversarial samples.
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• Our simple ROCKET shows superiority overall
considering the attack performance and attack
efficiency on Advbench.

To further demonstrate the efficiency of ROCKET,
we restrict the maximum query times to the victim
model and test the attack success rate on Amazon-
LB, HSOL, and EDENCE. The results are shown
in Figure 2. We conclude that ROCKET shows
stronger attack performance when the query time is
restricted, which is more consistent with real-world
situations.

We also conduct a human evaluation on the va-
lidity of adversarial samples (See Table 6). The de-
tails of the human evaluation process are described
in Appendix G. We conclude that character-level
perturbations (e.g., DeepWordBug) can preserve
adversarial meaning to the greatest extent possi-
ble while strong word-level attacks (e.g., BERT-
Attack) seriously destroy the original adversarial
meaning, which we suspect is caused by very un-
common words substitution (See Table 2). Besides,
ROCKET achieves overall great validity compared
to baselines.

Note that ROCKET is designed to better sim-
ulate real-world adversarial attacks. The results
of first priority metrics and the simple and easy-
to-implement features prove that this method has
higher practical value. Thus, ROCKET can be
treated as a simple baseline to facilitate future re-
search in this direction.

Secondary Priority Metrics. We evaluate sec-
ondary priority metrics on Disinformation, Toxic,
and Sensitive tasks because successful adversarial
samples on other tasks are limited, which will re-
sult in inaccurate measures. We list the results in
Table 9. Our findings are as follows:
• Considering all attack methods, previously over-

looked character-level attacks (e.g., DeepWord-
Bug) achieve great success considering pertur-
bation degree (Levenstein distance) and gram-
maticality (∆I).

• While achieving superiority in first priority met-
rics, ROCKET adds more violent perturbations
and breaks the grammaticality more severely.
However, as we argue, it’s reasonable to trade-
off these secondary priority metrics for the first
ones.

• Surprisingly, we find that ROCKET crafts more
fluent adversarial samples according to the per-
plexity scores calculated by the language model.
We suspect that the pretraining data that large

language models fit on contains so much infor-
mal text (e.g., Twitter), which may resemble
adversarial samples crafted by ROCKET.

4.4 Evaluation on the Defense Side

We give the details and results of experiments on
the defense side in Appendix E. Table 10 shows
that DeepWordBug and ROCKET consistently out-
perform word-level attack methods, indicating that
methods on adversarial defense still need to be im-
proved to tackle real-world harmfulness.

5 Related Work

5.1 Adversarial Attack

Textual adversarial attack methods can be roughly
categorized into character-level, word-level, and
sentence-level perturbation methods.

Character-level attacks make small perturba-
tions to the words, including swapping, deleting,
and inserting characters (Karpukhin et al., 2019;
Gao et al., 2018; Ebrahimi et al., 2018). These
kinds of perturbations are indeed most employed
by real-world attackers because of their free of
external knowledge and ease of implementation.
Word-level attacks can be modeled as a combi-
natorial optimization problem including finding
substitution words and searching adversarial sam-
ples. Previous work make different practices in
these two stages (Ren et al., 2019; Alzantot et al.,
2018; Zang et al., 2020b; Li et al., 2020). These
methods mostly rely on external knowledge bases
and are inefficient, rendering them rarely happen in
reality. Sentence-level attacks paraphrase original
sentences to transform the syntactic pattern (Iyyer
et al., 2018), the text style (Qi et al., 2021), or the
domain (Wang et al., 2020c). These kinds of meth-
ods rely on a paraphrasing model. Thus, they are
also unlikely to happen in reality.

There also exists some work that cannot be cate-
gorized in each of these categories, including multi-
granularity attacks (Wang et al., 2020a; Chen et al.,
2021b), token-level attacks (Yuan et al., 2021), and
universal adversarial triggers (Wallace et al., 2019;
Xu et al., 2022).

5.2 Adversarial Defense

Textual adversarial defense methods can be roughly
categorized into five categories based on their
strategies, including training data augmentation (Si
et al., 2021), adversarial training (Ren et al., 2019;
Zang et al., 2020b; Wang et al., 2021c; Zhu et al.,
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2020; Ivgi and Berant, 2021), preprocessing mod-
ule (Zhou et al., 2019b; Mozes et al., 2021; Bao
et al., 2021), robust representation learning (Jones
et al., 2020; Liu et al., 2020; Zhou et al., 2021;
Wang et al., 2021b; Pruthi et al., 2019; Tan et al.,
2020), and certified robustness (Jia et al., 2019;
Wang et al., 2021a; Ye et al., 2020; Huang et al.,
2019).

5.3 Security NLP

The research on security NLP is not only about
adversarial attacks in the inference time, but also
include several other topics that have broad and
significant impact in this filed, including privacy
attacks (Shokri et al., 2017; Pan et al., 2020), back-
door learning (Kurita et al., 2020; Chen et al.,
2021a; Cui et al., 2022), data poisoning attacks
(Wallace et al., 2021; Marulli et al., 2021), out-
lier detection (Hendrycks et al., 2020; Arora et al.,
2021), and so on. Our Advbench can also be em-
ployed by some research on security NLP to better
reveal the security issues and highlight the practical
significance.

6 Discussion

Research on Adversarial Attack. Note that we
don’t discredit previous work in this paper. Most
previous methods are very useful considering differ-
ent roles of adversarial samples except the security
role. For example, although synonym substitution-
based methods may not be actually employed by
real-world attackers (Ren et al., 2019; Zang et al.,
2020b; Li et al., 2020), the adversarial samples,
if crafted properly, are very useful for evaluating
models’ robustness to out-of-distribution data, ex-
plaining models’ behaviors, and adversarial train-
ing.

But from the perspective of separating roles of
adversarial samples, the research significance of
adversarial attack methods that assume only the
accessibility to the confidence scores of the victim
models may be limited. When adversarial samples
are employed to reveal the security issues, they can
only access the models’ decisions. When adver-
sarial samples are used for other purposes, their
roles are to help to improve the models at hand.
In this case, these methods should be granted to
have access to the victim model’s parameters (i.e.
white-box attack) 9.

9Some methods employ “behavioral testing” (black-box
testing) even if permission is granted for model parameters

Here we only give our considerations of this
problem. Future research and discussion should go
on to refine the problem definition in this field.

Research on Adversarial Defense. Adversarial
defense methods have two functions, namely mak-
ing models more robust to out-of-distribution data
and resisting malicious adversarial attacks. Also,
we recommend researchers study these two dif-
ferent functions separately. For improving mod-
els’ out-of-distribution robustness, existing work
has made many good attempts (Si et al., 2021;
Wang et al., 2021c). However, the impact of exist-
ing work on real-world adversarial concerns may
be limited because they mostly consider synonym
substitution-based attacks that may be less practical
in reality (Wang et al., 2021b; Zhou et al., 2021).
Thus, we recommend future research on adversar-
ial defense in the security side to consider attack
methods that are actually employed by real-world
attackers, like the simple ROCKET proposed in
this paper.

Research on Security NLP. We also conduct a
pilot survey on research on the security community.
We find that there exists a research gap between
the NLP and the security communities in security
research topics. While the NLP community puts
more emphasis on the methods’ novelty, work in
the security community usually revolves around
actual security scenarios (Liao et al., 2016; Yuan
et al., 2018; Wang et al., 2020b). Both directions
are significant and impactful but a more accurate
claim is needed. We recommend future research on
adversarial NLP state clearly what actual goal they
aim to achieve (e.g., reveal security concerns or
evaluate models’ robustness) and develop methods
under a reasonable problem definition.

7 Conclusion

In this paper, we rethink the research paradigm in
SoadNLP. We identify two major deficiencies in
previous work and propose our refinements. Specif-
ically, we propose an security datasets collection
Advbench. We then reconsider the actual adver-
sarial goals and reformalize the task. Next, we
propose a simple method summarized from differ-
ent sources that fulfills real-world attackers’ goals.
We conduct comprehensive experiments on Ad-
vbench on both the attack and the defense sides.
Experimental results show the superiority of our

(Ribeiro et al., 2020; Goel et al., 2021).
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method considering the first priority adversarial
goals. The overall experimental results indicate
that the current research paradigm in SoadNLP
may need to be adjusted to better cope with real-
world adversarial challenges.

In the future, we will reconsider and discuss
other roles of textual adversarial samples to make
this whole story complete.

Ethical Consideration

In this section, we discuss the potential wider im-
plications and ethical considerations of this paper.

Intended Use. In this paper, we construct a se-
curity benchmark, and propose a simple method
that can effectively attack real-world SOTA models.
Our motivation is to better simulate real-world ad-
versarial attacks and reveal the practical concerns.
This simple method can serve as a simple base-
line to facilitate future research on both the attack
and the defense sides. Future work can start from
our benchmark and propose methods to address
real-world security issues.

Broad Impact. We rethink the research paradigm
in adversarial NLP from the perspective of separat-
ing different roles of adversarial samples. Specif-
ically, in this paper, we focus on the security role
of adversarial samples and identify two major defi-
ciencies in previous work. For each deficiency, we
make some refinements to previous practices. In
general, our work makes the problem definition in
this direction more standardized and better simulate
real-world attack situations.

Energy Saving. We describe our experimental
details in Appendix F to prevent people from mak-
ing unnecessary hyper-parameter adjustments and
to help researchers quickly reproduce our results.

Limitation

In experiments, we employ BERT-base as the
testbed and evaluate existing textual adversarial
attack methods and our proposed ROCKET in our
constructed benchmark datasets. We only consider
one victim model in our experiments because
our benchmark includes up to ten datasets and
our computing resources are limited. Thus, more
comprehensive experiments spanning different
model architectures and training paradigms are left
for future work.
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A Survey on Previous Work

We conduct a survey on previous adversarial attack
methods about the specific tasks and datasets they
employ in their evaluation. The results are listed in
Table 7.

B Task Description

The task statistics are listed in Table 8. We give
the task descriptions and our motivations to choose
these tasks below.

B.1 Misinformation
Words in news media and political discourse have
considerable power in shaping people’s beliefs
and opinions. As a result, their truthfulness is of-
ten compromised to maximize the impact on soci-
ety (Zhang and Ghorbani, 2020; Zhou et al., 2019a;
Fonseca et al., 2016). We generally believe that
fake news is caused by objective factors such as
misdeclarations, misdescriptions, or misuse of ter-
minology. And this task is to detect misinformation
that contains deceived or unverified information,
including rumors, misreported, and satirical news.

B.2 Disinformation
In addition to misinformation caused by objec-
tive reasons, there is also a type of fake informa-
tion caused by subjectively distorting facts. This
type of information mainly concentrates on online
comments and reviews in online shopping malls
and online restaurant/hotel reservation websites to
lure customers into consumption (Mukherjee et al.,
2013; Sun et al., 2016; Patel and Patel, 2018). We
define such a task as disinformation detection. In
general, this task is dedicated to identifying delib-
erate fabrication of facts, including (1) Artificial
comments reversing the black and white; (2) Gen-
erated nonexistent information.

B.3 Toxic
The rapid growth of information in social networks
such as Facebook, Twitter, and blogs makes it
challenging to monitor what is being published
and spread on social media. Abusive comments
are widespread on social networks, including cy-
berbullying, cyberterrorism, sexism, racism, and
hate-speech. Thus, the primary objective of toxic
detection is to identify toxic contents in the web,
which is an essential ingredient for anti-bullying
policies and protection of individual rights on so-
cial media (Pereira-Kohatsu et al., 2019; Bosco

Work Task Dataset
(Alzantot et al., 2018) SA; NLI. IMDB; SNLI.

(Ren et al., 2019)
SA; NC;
Topic classification.

IMDB; AG;
Yahoo! Answers.

(Jin et al., 2020)
SA; NLI; NC;
Fake News.

IMDB; Yelp; MR; SNLI;
MNLI; AG; Fake News.

(Zang et al., 2020b) SA; NLI. IMDB; SST-2; SNLI.

(Li et al., 2020)
SA; NLI; NC;
Fake News.

IMDB; Yelp; SNLI;
MNLI; AG; Fake News.

(Maheshwary et al., 2021) SA; NLI; NC.
IMDB; Yelp; MR; SNLI;
MNLI; AG; Yahoo.

(Iyyer et al., 2018) SA; NLI. SST-2; SICK.
(Chen et al., 2021b) SA; NLI; NC, SST-2; MNLI; AG.

(Qi et al., 2021)
SA; NC;
Hate-Speech.

SST-2; AG;
Hate-Speech.

(Li et al., 2021) SA; NLI; NC. Yelp; MNLI; QNLI; AG.
(Li et al., 2021) SA; NLI; NC. Yelp; MNLI; QNLI; AG.
(Yuan et al., 2021) SA; NLI; NC, SST-2; MNLI; AG.

Table 7: Survey on previous work. SA stands for
sentiment analysis. NC stands for news classification.
Adversarial-oriented tasks and datasets are highlighted
in red.

et al., 2018; Watanabe et al., 2018; Risch and Kres-
tel, 2020).

B.4 Spam
In recent years, unwanted commercial bulk emails
have become a huge problem on the internet. Spam
emails prevent the user from making good use of
time. More importantly, some spam emails contain
fraud and phishing messages that can also cause fi-
nancial damage to users (Fonseca et al., 2016). The
Spam Classification Tasks is to detect spam infor-
mation including scams, harassment, advertising,
and promotion in Emails, SMS, and even chat mes-
sages to avoid unnecessary losses for users (Cor-
mack et al., 2008).

B.5 Sensitive Information
Text documents shared across third parties or pub-
lished publicly contain sensitive information by
nature. Detecting sensitive information in unstruc-
tured data is crucial for preventing data leakage.
This task is to detect sensitive information includ-
ing intellectual property and product progress from
companies, trading and strategic information of
public institutions and organizations, and private
information of individuals (Berardi et al., 2015;
Chow et al., 2008; Grechanik et al., 2014).

C Definition of Validity

In general, the validity metric is to measure the
preservation of adversarial meaning in the crafted
adversarial samples. The adversarial meaning is
task-specific and should be considered differently.
So, the validity definition is relevant to the specific
adversarial goal in the specific security task. In
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Task Dataset Unbalanced Balanced
|Train| |Test| Ave. Length Ratio |Train| |Test| Ave. Length

Misinformation
LUN 36148 15492 535.33 0.79 14906 6454 499.49

SATNews 145677 37221 702.51 0.09 25264 7202 646.65

Disinformation
Amazon-LB 17902 8609 99.01 0.49 17434 8522 100.13

CGFake 28290 12130 67.48 0.50 28290 12130 67.48

Toxic
HOSL 17348 7435 14.12 0.83 5832 2494 14.32

Jigsaw2018 159560 63978 66.52 0.10 30587 12180 58.42

Spam
Enron 17774 7918 311.47 0.46 16159 7277 311.53

SpamAssassin 3766 3774 291.75 0.28 2081 2066 308.50

Sensitive Information
EDENCE 105376 22577 22.45 0.24 51098 10328 21.79

FAS 60470 16272 27.65 0.31 33814 13294 29.27

Table 8: Datasets statistics. The ratio refers to the proportion of fake/hate/spam/sensitive samples in corresponding
datasets.

our Advbench, the adversarial meanings are ex-
aggerated and satirical contents (Misinformation),
inauthentic and untrue comments (Disinformation),
abusive language (Toxic), illegal or time-wasting
messages (Spam), and sensitive information em-
bedded in common comments (Sensitive Informa-
tion). So, the ultimate goal of attackers is to spread
the adversarial meaning, no matter how many per-
turbations attackers introduce to other unrelated
content.

D Real-world Adversarial Attack

We give some real-world adversarial cases col-
lected from social media in Figure 1. Although
these cases are written in Chinese, the perturba-
tion rules are general and widely applicable. We
can see that case-1, case-2, and case-5 also employ
character-level perturbations, including substitu-
tion, deletion, and insertion. Besides, case-3 and
case-4 employ the strategy of adding irrelevant and
distracting words to the original sample. These
samples can be easily comprehended by humans
but easily fool the detection system. We employ
these strategies in our simple method to simulate
real-world adversarial attacks.

E Experimental Results

E.1 Attack Efficiency

Figure 2 shows the results of the attack success rate
under the restriction of maximum query times.

E.2 Secondary Priority Metrics

We list the results of secondary priority metrics in
Table 9.

E.3 Evaluation on the Defense Side

The results are shown in Table 10. We employ the
SOTA defense method proposed in the NLP com-
munity (Mozes et al., 2021). This method identifies
word substitutions by the frequency difference be-
tween the substituted word and its corresponding
substituted word. The frequency distribution of
words is obtained on the training set, and the detec-
tor is tuned on the validation set. Then, the detector
can be employed to identify and restore adversarial
samples in the inference time.

For each attack method, we input N adversar-
ial samples (successfully attack the model) to the
trained detector to obtain the number of samples
detected as adversarial samples (ndet) and the num-
ber of samples successfully restored (nres). Then
the detection rate (Rdet) and restored rate (Rres)
are calculated according to the formula:




Rres =

nres

N

Rdet =
ndet

N

(3)

F Experimental Details

For the sake of calculation speed and fairness, we
truncate all sentences to the first 480 words. Then,
we empirically set the hyper-parameters including
distracting words, the insertion number of distract-
ing words at the beginning and end of sentences,
perturbation batch size, and perturbation epochs ac-
cording to the attack performance and preservation
of adversarial meaning. We only attack the orig-
inal content in sentences, leaving out adversarial
content introduced by our perturbations. The com-
prehensive settings of hyper-parameters are shown
in Table 11.
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Task Disinformation Toxic Sensitive Information

Method | Dataset Amazon-LB HSOL EDENCE
Levenstein ∆I %PPL Levenstein ∆I %PPL Levenstein ∆I %PPL

TextFooler 25.68 0.57 1.79 10.83 0.03 0.89 11.86 0.10 2.51
PWWS 95.89 1.27 3.69 18.13 0.06 2.49 30.06 0.21 5.84
BERT-Attack 117.31 0.41 6.60 22.13 0.06 3.13 24.78 0.07 3.69
SememePSO(maxiter=100) 28.58 0.64 1.93 13.42 0.06 2.17 14.71 0.09 3.35
DeepWordBug(power=5) 18.86 0.33 4.19 9.14 -0.01 2.57 6.66 -0.02 5.13
DeepWordBug(power=25) 34.43 0.23 4.27 18.96 -0.09 1.32 19.57 -0.04 2.41
ROCKET 82.93 1.01 1.81 1083.42 44.99 -0.98 85.75 4.99 -0.46

Method | Dataset CGFake Jigsaw2018 FAS
Levenstein ∆I %PPL Levenstein ∆I %PPL Levenstein ∆I %PPL

TextFooler 16.62 0.23 2.12 14.64 0.09 1.21 13.12 0.05 2.45
PWWS 101.47 1.11 4.69 52.76 0.38 4.19 48.93 0.23 5.04
BERT-Attack 82.85 0.48 11.41 30.65 0.05 3.33 53.20 0.10 6.12
SememePSO(maxiter=100) 23.77 0.31 3.15 18.23 0.11 3.42 15.55 0.03 2.37
DeepWordBug(power=5) 10.01 0.05 5.16 10.79 0.03 3.45 6.65 -0.02 3.64
DeepWordBug(power=25) 29.49 0.00 4.13 20.49 -0.05 2.27 18.33 -0.03 2.44
ROCKET 38.27 1.03 1.66 1084.44 44.99 -0.96 97.95 5.01 0.34

Table 9: Results of secondary priority metrics considering perturbation degree and grammaticality.

Task Disinformation Toxic Sensitive Information

Method | Dataset Amazon-LB HSOL EDENCE
Rres(%) Rdet(%) Rres(%) Rdet(%) Rres(%) Rdet(%)

TextFooler 57.89 73.68 85.00 86.00 43.40 53.19
PWWS 49.28 69.57 87.76 89.80 46.62 58.82
BERT-Attack 18.29 43.90 17.02 33.51 25.31 33.93
SememePSO(maxiter=100) 52.54 79.66 79.70 83.16 60.28 66.92
DeepWordBug(power=5) 0.00 10.00 6.05 12.46 4.41 7.05
DeepWordBug(power=25) 1.49 11.94 0.94 1.41 0.88 1.88
ROCKET 14.15 35.05 12.75 30.03 8.11 15.75

Method | Dataset CGFake Jigsaw2018 FAS
Rres(%) Rdet(%) Rres(%) Rdet(%) Rres(%) Rdet(%)

TextFooler 4.42 7.73 22.58 33.06 56.90 63.79
PWWS 5.10 7.43 68.37 70.92 61.92 71.23
BERT-Attack 0.11 6.37 15.26 22.37 27.89 37.91
SememePSO(maxiter=100) 9.43 13.73 50.77 61.20 71.29 75.37
DeepWordBug(power=5) 1.69 13.08 1.67 12.53 1.23 7.35
DeepWordBug(power=25) 1.17 8.45 0.35 3.47 0.13 1.80
ROCKET 0.31 2.49 7.00 22.26 5.64 13.11

Table 10: Results on the defense side.

Parameter | Task Misinformation Disinformation Toxic Spam Sensitive Information
Distracting Word reuters up peace > any
Prefix Number 5 3 0 10 0
Postfix Number 30 8 180 30 20
Batch Size 8 6 4 6 3
Epoch 3 3 3 2 3
Max Modification Number 100 100 180 30 100

Table 11: Hyper-parameters of ROCKET on each task.
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①
美女你好，你玩
果聊吗？加莪微
信一起玩吧

②
这个作者是个智
樟，写的小说简
直就是垃极

③
工总hào表白套
路吧🏴回表情包
🏴🏴就有圖🏴

④
1kss.cc里面有陈
冠稀的艳找门，
开车快上来。牙
齿与健康牙龈红
肿

⑤
ㄖ銷2仟啴，先
蓷在结算，纯砽
合做。了解+嘉V

Figure 1: Real-world cases of adversarial attacks. Adversarially modified content is highlighted in red.

BERT-Attack DeepWordBug (5) DeepWordBug (25) SememePSO
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Figure 2: Attack success rate under the restriction of maximum query times.

Here we give our intuition for choosing distract-
ing words for each task. For misinformation detec-
tion, we find that newspaper names often appear
at the beginning or end of the news. So, we in-
sert a few "Reuters" before and after the sentence
without affecting the validity of the main content.
For Disinformation detection, adding several en-
couraging words "up" does not affect the judgment
of the authenticity of the comments, so we use a
number of "up" as parenthetical words. For toxic
detection, we need to use friendly and harmonious
words to fool detectors. So, we insert many "peace"
to the sentences. For spam detection, we find that
">" sometimes appears in emails to separate the
text. So, we use a large number of them as inserted
words, which doesn’t affect the nature of the origi-
nal sentence. For sensitive information detection,
we employ "any" as we find that samples that are
often classified as non-sensitive contain adverbs at
the end.

G Human Evaluation Details

We set up a human evaluation to further evaluate
the validity of adversarial samples. We choose the
disinformation and toxic detection tasks because
the validity definitions are clear and can be easily
understood by annotators. For each task, we con-
sider 2 corresponding datasets and sample 100 orig-
inal and adversarial samples pairs for each attack
method. For each pair, we ask 3 human annotators

to evaluate whether the adversarial meaning is pre-
served in the adversarially crafted sample (validity).
They need to give a validity score from 0-2 for each
pair, where 2 means that the adversarial meaning
has been perfectly preserved, 1 means that the sen-
tence meaning is ambiguous but may still preserve
some adversarial meaning, and 0 means that the
crafted adversarial sample don’t preserve any ad-
versarial meaning in the original sample. We use
the voting strategy to produce the annotation results
of validity for each adversarial sample. Then we
average the scores for all 100 samples in each task
as the final validity score for each attack method.
The results are shown in Table 6.
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